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Abstract. In multi-agent system design and reasoning, strategy log-
ics and formal verification play pivotal roles. Numerous logic formalisms
have been introduced alongside the implementation of formal verification
tools. Recently, also spurred by applications in neuro-symbolic AI, there
has been a growing interest in modelling and reasoning about quanti-
tative aspects of multi-agent systems as well. This paper introduces a
quantitative strategic logic called ATL[F ], which extends the well known
Alternating-time Temporal Logic with fuzzy functions. We have devel-
oped an algorithm to model check a multi-agent system with respect to
an ATL[F ] formula, and implemented it within the VITAMIN tool. The
paper also provides execution examples to show how the tool behaves
and scales in practice.

1 Introduction

Multi-Agent Systems (MAS) represent a fundamental aspect in artificial intel-
ligence, aiming to model complex systems of rational agents. Over the past
two decades, significant efforts have been devoted to synthesis and verification
methods for MAS. In the field of strategic reasoning, various formalisms and
logics have been studied [3,13,42], considering both collaboration and antago-
nism among agents [9]. In this context, the Alternating-time Temporal Logic
(ATL), introduced by Alur, Henzinger, and Kupferman more than two decades
ago [3], is probably the most popular one. ATL formulas allow to express that a
set of agents has a strategy to achieve a desired temporal goal, regardless of the
strategies of the opponent agents. Since the introduction of ATL, the theoretical
study of strategic logics has consistently been complemented by the develop-
ment of tools designed to facilitate the practical application of formal aspects
of strategic reasoning [20,21,32,37,40]. Upon examining these tools, it becomes
evident that most efforts have been directed towards the qualitative aspects,
namely verifying whether a formula is true or false. However, in the realm of
multi-agent strategic reasoning, quantitative aspects play a crucial role. This
is especially pertinent in today’s context, where the integration of logics and
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strategic reasoning in neuro-symbolic AI prominently features rewards as quan-
titative functions [39]. Consequently, it is imperative for logical frameworks to
also encompass these quantitative aspects. Motivated by this perspective, classi-
cal temporal and strategic logics have been extended to incorporate quantitative
aspects. Among these extensions, LTL[F ] [2] and SL[F ] [14] stand out, where,
for the first time, functions are employed instead of atomic propositions to ex-
press quantitative aspects alongside the well known Linear-time Temporal logic
(LTL) [44] and Strategy Logic (SL) [42], respectively.

Our Contribution. In this work, we introduce a quantitative extension of ATL
with fuzzy functions (ATL[F ]), an algorithm for the related verification question,
and its implementation in a tool. Regarding the latter, we have chosen to build
on VITAMIN [28], a very recently released tool for strategic reasoning that is
garnering particular interest in the community. Our contribution is twofold: on
the one hand, we introduce ATL[F ] along with its syntax, semantics, and model
checking algorithm, and on the other hand, we implement for the first time a tool
to deal with a quantitative extension of ATL by means of fuzzy functions. It is
worth noting that ATL[F ] includes ATL as a special case. Consequently, this work
is also the first one to deal with the implementation of ATL in VITAMIN. Besides
defining the algorithm for model checking ATL[F ] and having implemented it,
along the paper we have tested our solution in practice. However, as our tool is
the first one able to deal with quantitative aspects for ATL, we have been unable
to make a proper comparison with other tools.

1.1 Related Work

Algorithms and tools for model checking strategic abilities [3,42] have been de-
veloped for over 20 years [4,19,21,24,30,32,37,40]. Among the others, MCMAS
[40] is recognized as one of the most widely used tools for the strategic verifica-
tion of MAS, primarily due to being one of the earliest tools developed, which
served as a foundational proof-of-concept for researchers. In order to speed up
the verification of some specific goals, the tool STV has been developed [36],
which treats the specification target in a predetermined way. Both MCMAS and
STV, lack modularity and usability and require a strong background in formal
methods, making them challenging for non-expert users to employ them. To
overcome these limitations, the tool VITAMIN [28] has been released very re-
cently. Notably, MCMAS and STV have been extended in various directions,
including imperfect information [20], but never alongside quantitative aspects;
this is the case for the tool VITAMIN as well.

From a theoretical point of view, the quantitative dimension has been ex-
plored in various logics, such as LTL[F ] [2] and SL[F ] [13]. Other quantitative
extensions of ATL and SL have been explored in the context of model checking.
These include timed [16,31], multi-valued [33,10], weighted [8,17,38,45], resources
[43,18], natural strategies [34,35,11], and probabilistic [12,25,7,22]. Quantitative
extensions of LTL have also been proposed, such as averaging [15] and discount-
ing [1,26,41].
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The concept of quantitativeness, which involves the possibility of having a
value that is not simply 0 or 1, but rather a range between these, corresponds
to aiming for the “best” outcome achievable, and certainly has also connections
with best effort strategies [5,6].

2 Weighted Alternating-time Temporal Logic

In this section, we introduce ATL[F ], the quantitative extension of ATL with
fuzzy functions, detailing its syntax and semantics. Before delving into the pre-
sentation of ATL[F ], we introduce some notation that will be used throughout
the paper. Given a set U , U denotes its complement. We denote the length of
a tuple v as |v|, its j-th element as vj , and its last element v|v| as last(v). For
j ≤ |v|, let v≥j be the suffix vj , ..., v|v| of v starting from vj and v≤j the prefix
v1, ..., vj of v.

We start by introducing Weighted Concurrent Game Structures, which will
be used to interpret ATL[F ] formulas and thus to define the model checking
problem for ATL[F ].

2.1 Weighted Concurrent Game Structures

A Concurrent Game Structure (CGS) [3] is a mathematical model used to repre-
sent and analyse MAS where agents (or players) can interact with each other and
their environment. Unlike Kripke structures [23], which are used to model closed
systems, CGSs are particularly useful for modeling open systems that involve
interaction between multiple players. In a CGS, the system is represented as a
graph with nodes and edges, where the nodes represent the states of the system
and the edges represent the possible transitions between states. Each state can
have labels that represent the properties of the system in that particular state,
while each transition is associated with a set of actions that can be performed
by the players. These actions are typically non-deterministic, meaning that the
players can choose from a set of possible actions, and the outcome of the game
depends on the choices made by all players.

Since in this work we focus on the quantitative verification of MAS, other
than CGSs, we are interested in analysing their extended version, calledWeighted
Concurrent Game Structures (wCGS) [13]. A wCGS models the concurrent com-
putation where agents simultaneously choose their actions. In a wCGS, atomic
propositions describe features of the game. Therefore, for each state s, and for
each atomic proposition p, a weight to p in s is assigned.

Definition 1. A wCGS is a tuple G = (Ag,Ap, {Acti}i∈Ag, S, sI , ℓ, d, o) where:

– Ag is a nonempty finite set of agents.
– Ap is a nonempty finite set of atomic propositions (atoms).
– For every i ∈ Ag, Acti is a nonempty finite set of actions. Let Act =⋃

i∈Ag Acti be the set of all actions, and ACT =
∏

i∈Ag Acti the set of all
joint actions.
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– S is a finite set of states.

– sI ∈ S is an initial state.

– ℓ : S ×Ap → [0, 1] is a weight function.

– d : Ag×S → 2Act is an availability function that defines a non-empty set of
actions available to agents at each state.

– o is a transition function which assigns the outcome state s′ = o(s, c) to each
state s and tuple of actions c ∈

∏
a∈Ag d(a, s) that can be executed by the

agents in s.

In the rest of the paper, when a joint action c and a coalition of agents A are
given, we denote cA as the projection of c where only the actions of agents in
A are considered; while we denote cAg\A as the projection of c where only the
actions of agents not in A are considered.

Fig. 1: Drone Battle scenario.

Example 1. We present a model inspired by the
Drone Battle scenario in [13]. In this model, there
are two agents within a two-dimensional space: the
carrier (c) and the villain (v). The carrier’s objec-
tive is to deliver an artifact to the rescue point
(represented by the grey area in Figure 1) while
maintaining a certain distance from the villain.
We simplify the model from [13], by restricting
the space to a range between 0 and 1, where both
agents can only move in increments of 0.3. Conse-
quently, coordinates along the x and y axes are 0, 0.3, 0.6, and 1. For the sake
of illustration, we restrict agents to a few actions: the carrier can move up (u),
right (r), and left (l), while the villain can move down (d), right (r), and
left (l). The wCGS in Figure 2 illustrates all agents’ moves. We have a total
of 21 states describing the possible configurations. Transitions between states
occur based on the actions chosen by the two agents. Each state has two atomic
propositions: dist, representing the distance between the carrier and the villain,
and safe, indicating whether the carrier is located at the rescue point. When
the carrier is at the rescue point, the atomic proposition evaluates to 1 and in
the model diagram, it is coloured in grey.

2.2 ATL[F ]

We now introduce ATL[F ], an extension of ATL with fuzzy functions, which
allows for the representation of weighted atomic propositions. By means of this
extension, it is possible to reason strategically about quantitative aspects of MAS
within the framework of strategic logics.

Syntax. We start by providing the syntax of ATL[F ]. We build our logic on
ATL, as it is defined in [3].
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Definition 2. Formulas φ in ATL[F ] are defined as follows:

φ ::= p | f [φ, ..., φ] | ⟨⟨Γ ⟩⟩Xφ | ⟨⟨Γ ⟩⟩Gφ | ⟨⟨Γ ⟩⟩φUφ

where p ∈ Ap, Γ ∈ 2Ag, and f ∈ F , where F ⊆ {f : [0, 1]m → [0, 1] | m ∈ N}
represents a set of computable functions.

Fig. 2: Drone Battle model.
Note that, all the states that
have not a successor contains
an implicit loop.

As for ATL, ATL[F ] makes use of the strategic
operator ⟨⟨·⟩⟩, which can predicate over a temporal
logic formula having one single temporal operator
at the time. Given a coalition of agents Γ , ⟨⟨Γ ⟩⟩φ
represents the maximum value of φ the agents in Γ
can ensure, regardless of how the other players act.
Furthermore, ATL[F ] utilises the standard tempo-
ral operators X, G, and U, representing “next”,
“globally”, and “until”, respectively. Additionally,
the meaning of f [φ1, ..., φ2] depends on the func-
tion f ∈ F .

For the sake of simplicity, in this paper we
focus on a specific set of F functions, which in-
cludes the min{x, y}, max{x, y}, and 1− x func-
tions. These functions serve as the standard quan-
titative equivalents of the ∧, ∨, and ¬ operators,
commonly referred to as the Zadeh operators in
fuzzy logics. Intuitively, the value of the formula
φ1 ∨φ2 is the maximum value of the values of the
two subformulas φ1 and φ2; analogously, φ1 ∧ φ2

takes the minimal value of the values of the two
subformulas φ1 and φ2; finally the value of ¬φ
is 1 minus the value of φ. Thus, the implication
φ1 → φ2 takes the maximum value between that
of φ2 and 1 minus the value of φ1.

Observation. In a Boolean setting, we assume that
the values of the atomic propositions are in {0, 1}
(0 represents ⊥ whereas 1 represents ⊤), and so
are the output values of functions in F . In such a
setting, we can observe that the min, max, and
1−x functions take the exact same meaning of ∧,
∨, and ¬.

Semantics. ATL[F ] formulas are interpreted on wCGS, where atomic proposi-
tions can take values in the range of [0, 1].

In order to present ATL[F ] semantics, we need to introduce some notions. A
history h ∈ S+ is a finite (non-empty) sequence of states in a wCGS. A perfect
recall strategy is a conditional plan that assigns an action for every history. The
formal definition follows.
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Definition 3. A perfect recall strategy for agent i ∈ Ag is a function σi :S
+→

Acti such that for each history h∈S+, we have that σi(h)∈d(i, last(h)).

According to Definition 3, any strategy for agent i must return actions that
are enabled for i. Note that, memoryless (imperfect recall) strategies can be
obtained by considering S as the domain of σi, i.e., σi : S → Acti.

In a wCGS G, a path π represents an infinite sequence of states. The set of
paths over S is denoted by Sω.

For a joint strategy σΓ , consisting of one strategy for each agent in coalition
Γ , a path π is σΓ -compatible if, for every j ≥ 1, πj+1 = o(πj , c) for some joint
action c such that for every i ∈ Γ , ci = σi(π≤j), and for every i ∈ Γ , ci ∈ d(i, πj).

The set of all σΓ -compatible paths from s is denoted by out(s, σΓ ). While
the set of all possible joint strategies for a coalition Γ is denoted by ΣΓ .

Definition 4. For a given ATL[F ] formula φ, a wCGS G, and a path π, the
satisfaction value of φ on π in G is denoted JφKG(π) and defined recursively as:

JpKG(π) = ℓ(π1, p)

Jf [φ1, ..., φn]KG(π) = f [Jφ1KG(π), ..., JφnKG(π)]
J⟨⟨Γ ⟩⟩XφKG(π) = max

σΓ∈ΣΓ

( min
π′∈out(π1,σΓ )

(JφKG(π′
≥2)))

J⟨⟨Γ ⟩⟩GφKG(π) = max
σΓ∈ΣΓ

( min
π′∈out(π1,σΓ )

(min
j

(JφKG(π′
≥j))))

J⟨⟨Γ ⟩⟩φ1Uφ2KG(π) = max
σΓ∈ΣΓ

( min
π′∈out(π1,σΓ )

(max
j

(min
j

(Jφ2KG(π′
≥j),min

i<j
(Jφ1KG(π′

≥i))))))

Example 2. Consider again the Drone Battle scenario as reported in Example 1.
Consider now the following ATL[F ] formula:

φrescue = ⟨⟨c⟩⟩(dist ≥ 0.5) U safe4

This formula means that there exists a strategy for the carrier such that she
can reach a safe state keeping always the villain at a distance of at least 0.5.

3 ATL[F ] Model Checking

We now present the model checking algorithm for ATL[F ]. The algorithm is re-
ported in Algorithm 1. This algorithm takes inspiration from the one for ATL [3],
modified opportunely to handle the quantitative semantics of ATL[F ]. Specifi-
cally, with respect to the ATL algorithm, two main aspects need to be fully
revisited: the preimage construction and, the generation and handling of states.
In Algorithm 2, the preimage function, called Pre[F ], is extended to evaluate
the strategies in a quantitative way. Concerning instead the states, as we see
in the following, Algorithm 1 is built upon set of states where at each state a
quantitative value is associated (denoting the corresponding current quantitative
satisfaction over the ATL[F ] formula under analysis).

4 The subformula (dist ≥ 0.5) is syntactic sugar for (≥(dist, 0.5)), where ≥∈ F .
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However, some modifications are required. First of all, a distinct version of the
preimage function, that we call Pre[F ], is added as the primary modification of
the standard ATL model checking algorithm. Furthermore, the way of generating
the states satisfying an atomic proposition is also different.

Algorithm 1 ATL[F ] model checking

1: for each φ′ in Sub(φ) do
2: case φ′ = p : [φ′] := Reg[F ](p)
3: case φ′ = f [θ1, ..., θn] : [φ

′] := f [[θ1], ..., [θn]]
4: case φ′ = ⟨⟨Γ ⟩⟩Xθ : [φ′] := Pre[F ](Γ, [θ])
5: case φ′ = ⟨⟨Γ ⟩⟩Gθ :
6: ρ := {⟨s, 1⟩ | s ∈ S}
7: τ := [θ]
8: while ρ ̸⊆ τ do
9: ρ := τ
10: τ := Pre[F ](Γ, ρ) ∩ [θ]
11: [φ′] := ρ
12: case φ′ = ⟨⟨Γ ⟩⟩θ1Uθ2 :
13: ρ := {⟨s, 0⟩ | s ∈ S}
14: τ := [θ2]
15: while τ ̸⊆ ρdo
16: ρ := ρ ∪ τ
17: τ := Pre[F ](Γ, ρ) ∩ [θ1]
18: [φ′] := ρ
19: end for
20: return [φ]

Before proceeding with the definition of the new Pre[F ] algorithm (along
with its auxiliary procedures), we wish to linger on the definition of the Reg[F ]
function. Specifically, since ATL[F ] formulas are verified on wCGS, the atomic
propositions are quantified in the states of the model, the Reg[F ] function re-
turns a set of tuples.

Definition 5. Given an atomic proposition p ∈ Ap, we define Reg[F ](p) as the
set {⟨s, v⟩ | s ∈ S ∧ v = ℓ(s, p)}. That is, the set containing tuples, where each
tuple consists of a state s in the wCGS, along with its associated value of p in s.

Note that, because of Reg[F ], Algorithm 1 does not work on sets of states,
but on sets of tuples, where at each state is associated a value. Thus, the set
operations in the algorithm need further explanation. Specifically, assuming two
set of tuples S1 and S2 as previously defined, we have that S1 ⊆ S2, if and
only if, for all s ∈ S, s.t. ⟨s, v1⟩ ∈ S1 and ⟨s, v2⟩ ∈ S2, we have that v1 ≤ v2.
Furthermore, for the same reason we extend the notion of intersection, that is,
given two sets of tuples, we have that S1 ∩ S2 = {⟨s, v⟩ | ⟨s, v1⟩ ∈ S1 ∧ ⟨s, v2⟩ ∈
S2 ∧ v = min(v1, v2)}. Note that, the union is obtained in the same way, but
selecting the maximum value amongst v1 and v2 (i.e., v = max(v1, v2)).

Observation. Differently from the standard ATL model checking algorithm, in
the ATL[F ] algorithm, all states are taken into account at all times. That is,
⟨s, v⟩ ∈ Pre[F ] if and only if s ∈ S.

Let us now provide a detailed explanation of the algorithms that extend the
standard model checking of ATL to achieve the model checking of ATL[F ].
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In Algorithm 2, the Pre[F ] function is reported. Such a function – as in
the standard Pre function in ATL model checking – expects a set of agents Γ
and a set of tuples (state-value) ρ in input. Algorithm 2 first initialises a set

Algorithm 2 Pre[F ](Γ, ρ)

1: res = {⟨s, 0⟩ | s ∈ S}
2: for each s ∈ S do
3: maxStrategyV alue = evaluateMaxStrategy(Γ, s, ρ)
4: res = res ∪ {⟨s,maxStrategyV alue⟩}
5: end for
6: return res

containing the final result of Pre[F ] to a set of tuples where to each state in S is
assigned value 0 (line 1). After that, the algorithm iterates on all the states s in
S (lines 2–5), where for each s ∈ S, the maximum value for the strategy for the
agents in Γ is computed (line 3). This computation is performed in Algorithm 3,
discussed in the following paragraphs. However, at high level, the value returned
by Algorithm 3 corresponds to the maximum value the coalition Γ of agents can
obtain, amongst the minimum values the opponent agents Ag \ Γ can enforce.
This follows the semantics of ATL[F ], given in Section 2.2. Such value, along with
state s, is then added to the result set res (line 4), exploiting our redefined union
operator (see before). This preserves the fact that Algorithm 1 manipulates sets
of tuples rather than sets of states. The algorithm then terminates by returning
the res set (line 6).

Moving on, Algorithm 3 is tasked with the goal of evaluating all possible
outcome trees. To better understand, let us first define what an outcome tree is.

Definition 6. Given a state s ∈ S, a coalition of agents Γ ⊆ Ag, and a projected
joint action cΓ , we have that a tree ts for cΓ is an outcome tree, if and only if,
cΓ is the root of ts and for all c′ ∈

∏
a∈Ag d(a, s) s.t. c′Γ = cΓ , we have a leaf

node in ts that is children of the root node cΓ and contains the tuple ⟨c′Ag\Γ , s
′⟩,

with s′ ∈ S and s′ ∈ o(s, c′).

Algorithm 3 evaluateMaxStrategy(Γ, s, ρ)

1: minV aluesTree = ∅
2: trees = createNextMoveTrees(Γ, s)
3: for each node(cΓ ) ∈ trees do
4: children = getChildren(node(cΓ ))
5: valuesTree = ∅
6: for each ⟨⟨cAg\Γ , s′⟩ ∈ children do

7: get ⟨s′, value⟩ from ρ
8: valuesTree = valuesTree ∪ value
9: end for
10: minimum = min(valuesTree)
11: minV aluesTree = minV aluesTree ∪ minimum
12: end for
13: return max(minV aluesTree)

Algorithm 3 expects in input the set of agents in coalition, the state that has
been currently evaluated, and the set of tuples of states – along with their current
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maximum value associated – resulting from previous recursive calls of the Pre[F ]
function.

Algorithm 3 begins by initialising an empty set, which will serve as a collector
of values associated with the found outcome trees (line 1). Then, Algorithm 4
is invoked (line 2), and its result is stored in trees. This set contains all the
possible trees, according to Definition 6, where the root is a joint action selected
by the coalition Γ , and the children are all the possible joint actions that can be
selected by the opposing agents (that is, Ag \ Γ ). Note that, as it is presented
in Algorithm 4, each opponents’ action is attached to a state s′; such a state
denotes the next state to be visited in case the opponents’ action is selected.

After extracting these trees, Algorithm 3 iterates over each of the obtained
trees (lines 3–12). For each tree, all the child nodes are extracted (line 4) and
evaluated (lines 6–9). These are tuples comprising the joint action that can be
selected by the opposing agents, along with the associated landing state (i.e.,
the next state to visit if such action is selected). In this step, the algorithm
updates a set of values by adding, for each child of the selected tree, the value
associated with the state in ρ. That is, it retrieves the current maximum value
associated with s′ in ρ. Afterwards, the minimum value amongst the evaluated
values is determined (line 10) and added to the other values resulting from the
alternative trees (line 11). The algorithm concludes by selecting the maximum
value amongst the minimum values (line 13), representing the fact that when
the coalition of agents Γ can choose amongst different options, they will opt for
the one that produces the highest outcome.

Finally, the last auxiliary algorithm to define is Algorithm 4, where the action
trees are produced to be used in Algorithm 3. Algorithm 4 expects in input the
set of agents belonging to the coalition and the state of the wCGS currently
evaluated. It starts by initialising the set of found trees to the empty set (line 1).
Then, it loops over all the possible joint actions that can be performed in s. This
can be extracted through the d(a, s) function of the wCGS that denotes which
actions an agent a can perform in a state s (lines 2–11). After that, for each
joint action so selected (c), the algorithm creates a node n (line 3) containing
the opposing joint action (cAg\Γ ) along with the state that can be reached by
performing the whole joint action (o(s, c)). Then, the algorithm checks whether
this is the first time a tree for the coalition action cΓ is encountered. If that
is the case (lines 4–7), then a tree is initialised with cΓ as root (line 5), n is
added as unique child of cΓ (line 6), and the resulting tree is added along all
the other trees found in the execution of Algorithm 4 (line 7). Otherwise (lines
8–10), since the tree is already present in the set of trees, n is simply added as
a new child of cΓ (line 9). Once all the possible joint actions in s are evaluated,
the algorithm concludes by returning the generated set of trees (line 12).

We conclude this section by providing the complexity result of our procedure.

Theorem 1. Given an ATL[F ] formula φ and a wCGS G, Algorithm 1 termi-
nates in polynomial time with respect to the size of G and the length of φ.

Proof. To prove the termination of Algorithm 1 we first prove the termination
of the auxiliary algorithms it uses. Algorithm 2 loops over the states of G and for
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Algorithm 4 createNextMoveTrees(Γ, s)

1: trees = ∅
2: for each c ∈

∏
a∈Ag d(a, s) do

3: n = node(⟨cAg\Γ , o(s, c)⟩)
4: if root(cΓ ) ̸∈ trees then
5: tree = root(cΓ )
6: add n as child of tree
7: trees = trees ∪ tree
8: else
9: add n as child of root(cΓ )
10: end if
11: end for
12: return trees

each state it calls Algorithm 3, which then calls Algorithm 4 to synthesise the
action trees needed for the evaluation. The latter trivially terminates in poly-
nomial time with respect to the number of joint actions available in the current
state. Consequently, this makes Algorithm 3 also polynomial with respect to the
number of joint actions available in the state under analysis (since it iterates
over the resulting trees). Thus, going back to Algorithm 2, we can conclude it
terminates in polynomial time with respect to the size of G (since for each state it
analyses all transitions available in that state). Now that we have concluded the
analysis of all auxiliary algorithms, we can resume the analysis of Algorithm 1;
specifically, it loops over the subformulas φ′ of φ, thus, to prove Algorithm 1 is
polynomial, each case of Algorithm 1 has to be at most polynomial.

– Case φ′ = p: Algorithm 1 calls Reg[F ] and the latter is trivially polynomial
on the size of G.

– Case φ′ = f [θ1, ..., θn]: Since each [θi] for 1 ≤ i ≤ n was computed in a
previous iteration and we assume f to be at most polynomial5, then the
complexity of this case follows.

– Case φ′ = ⟨⟨Γ ⟩⟩Xθ: The preimage function (Algorithm 2) is called. We proved
the latter is polynomial with respect to the size of G, so we may conclude.

– Case φ′ = ⟨⟨Γ ⟩⟩Gθ: Similarly to the previous case also here the algorithm
exploits the preimage function; however, differently from before, the latter
is called a polynomial number of times with respect to the number of states
in G. Thus, this case may conclude in polynomial time w.r.t. the size of G.

– Case φ′ = ⟨⟨Γ ⟩⟩θ1Uθ2: The algorithm concludes in polynomial time as in the
previous case.

4 Implementation

In this section, we present the implementation (source code available at https:
//anonymous.4open.science/r/ATLF-B4CC) of the model checking algorithm
and its integration with the VITAMIN tool [27,28,29] as a verification component
to handle the verification of ATL[F ] formulas.

5 Without this assumption the time complexity of the algorithm may change.

https://anonymous.4open.science/r/ATLF-B4CC
https://anonymous.4open.science/r/ATLF-B4CC
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The VITAMIN tool operates on Streamlit6, an open-source framework used
for creating web applications. The tool takes as input a file representing the
model, a formula, and applies the corresponding model checking algorithm for
the chosen temporal logic. wCGSs are represented as graphs and implemented
via adjacency matrices, as specified in the input file.

Model Parsing: Extracting Information from the Input File. Before applying the
model checking algorithm, we need to obtain the model to which it will be applied
to. A function for reading the input file has been implemented in VITAMIN.

The input file contains all the information regarding the model. It must follow
a specific structure:

– Transitionmatrix: Represents the wCGS. Each row corresponds to a source
state, and each column corresponds to a destination state. Transitions are
represented by the matrix content: 0 indicates no transition, while other
values indicate the associated tuple of actions.

– Name State: Represents the states of the model. Their order matches the
order in the adjacency matrix.

– Initial State: Represents the initial state of the model.
– Atomic Propositions: Represents atoms with truth values in each state.

Only names and order are indicated here, crucial for interpreting values in
the corresponding matrix.

– Labelling matrix: Represents the labelling function, indicating the value of
each atomic proposition for each state. Values range between 0 and 1. States
are in rows, atomic propositions in columns.

– Number of Agents: Crucial for understanding the wCGS configuration and
the total number of moves required for any transition.

Formula Parsing. The formula parser is developed in Python using the ply
package7. The output generated by the parser is an Abstract Syntax Tree (AST).
The parser file includes all the logical operators used in ATL[F ], along with
the correct syntax for their usage. This enables the parser to identify formulas
with incorrect syntax and divide correct formulas into smaller sub-formulas. The
actual model checking algorithm is then applied on the so extracted sub-formulas
as presented in Algorithm 1.

5 Experiments

We tested our tool on the drones example presented in Example 1 on a ma-
chine with the following specifications: Intel(R) Core(TM) i7-7700HQ CPU @
2.80GHz, 4 cores 8 threads, 16 GB RAM DDR4. Specifically, we verified that
the ATL[F ] formula ⟨⟨c⟩⟩(dist ≥ 0.5) U safe is satisfied in the wCGS of Figure 2.
The tool completed the verification within 0.005 seconds. We remind the reader

6 https://streamlit.io/
7 https://github.com/dabeaz/ply

https://streamlit.io/
https://github.com/dabeaz/ply
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that the implementation of the ATL[F ] model checking algorithm in VITAMIN
only supports min{x, y}, max{x, y}, and 1−x functions in F . Consequently, we
cannot represent the ≥ 0.5 comparison directly inside the formula. Nonetheless,
considering the semantics of the U operator, it is enough to rewrite the formula
as ⟨⟨c⟩⟩dist U safe and then to check whether the resulting value associated to
the initial state is, or not, equal to or greater than 0.5. Note that, the rewritten
formula is still an ATL[F ] formula and requires to be verified through the ATL[F ]
model checking algorithm presented in this paper. The only difference with the
original formula is that the comparison is not natively supported in the ATL[F ]
implementation, but it is performed on the value resulting from the verification.

Synthetic models. To further experiment on our tool, we carried out additional
tests on randomly generated wCGS models. Figure 3 presents the experimental
results obtained by varying the system model, while keeping fixed an ATL[F ] for-
mula8. In these synthetic experiments, the models differ from the ones presented
in the Drone Battle scenario; in fact, they are automatically generated. Each
model has a specific size, determined by the sum of the states and transitions
within it. The distribution of the atomic propositions among the states is ran-
domly generated for each model. As observed in Figure 3, the results exhibit the
expected polynomial behaviour relative to the size of the model under analysis.
It is important to note that, for each reported model size, over 10,000 models
have been randomly generated and verified against the strategic formula. The
plot depicts the average execution time. We also want to emphasise that the
size of the models used in these experiments is not negligible. In fact, the largest
models subjected to verification contain more than 1,000 states and over 100,000
transitions. Nonetheless, despite their size, our algorithm manages to complete
the verification process in less than 40 seconds.
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Fig. 3: Experimental results obtained on randomly generated wCGS.

8 Such a formula corresponds to a liveness property where we check whether a specific
atom in the model can be reached and with which value.
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6 Conclusions and Future Work

In this work, we have presented ATL[F ] and its instantiation in the VITAMIN
framework, thus creating the first tool for quantitative strategic reasoning. We
addressed ATL[F ] at both theoretical and practical levels by first presenting its
syntax, semantics, and model checking algorithm, and finally, by demonstrat-
ing its implementation as a VITAMIN component. We thoroughly analysed the
resulting algorithms for model checking ATL[F ] formulas on wCGS models and
conducted experiments to evaluate our approach.

This work opens up a new research direction that we expect to have a signif-
icant impact on the MAS formal verification community. Furthermore, the tool
is highly dynamic and can be easily extended to a wide range of examples.
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