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ABSTRACT
Real-time cybersecurity and privacy applications require reliable

verification methods and system design tools to ensure their cor-

rectness. Recently, a growing literature has recognized Timed Game

Theory as a sound theoretical foundation for modeling strategic

interactions between attackers and defenders. This paper proposes

Timed Obstruction Logic (TOL), a formalism for verifying specific

timed games with real-time objectives unfolding in dynamic models.

These timed games involve players whose discrete and continuous

actions can impact the underlying timed game model. We show that

TOL can be used to describe important timed properties of real-time

cybersecurity games. Finally, we provide a verification procedure

for TOL and show that its complexity is PSPACE-complete, meaning

that it is not higher than that of classical timed temporal logics like

TCTL. Thus, we increase the expressiveness of properties without

incurring any additional complexity.

CCS CONCEPTS
• Software and its engineering→ Software testing and debug-
ging; • Theory of computation→ Verification by model checking.
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1 INTRODUCTION
Multi-agent systems (MAS) are composed of interacting autonomous

agents [3, 22, 31, 36, 39, 42] and have been successfully applied in

cybersecurity and distributed systems. However, modeling security

and heterogeneous distributed systems is inherently error-prone.

Thus, computer scientists typically address the issue of verifying

that a system actually behaves as intended, especially for complex

systems. Some techniques have been developed to accomplish this

task: testing is the most common, but in many cases, a formal proof

of correctness is required. Formal verification techniques include
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theorem proving and model checking [21]. Model checking, in par-

ticular, has been successfully applied to formally verify security

and distributed systems, including hardware components and com-

munication and security protocols. Unlike traditional distributed

systems, formal verification techniques for Real-Time MAS (RT-

MAS) [15, 16] are still in their infancy due to the more sophisticated

nature of the agents, their autonomy, their real-time constraints, and

the richness of the formalisms used to specify properties [20, 35].

RT-MAS combines game theory techniques with real-time behavior

in a distributed environment [5, 15, 16]. Such real-time behavior

can be verified using real-time modal logic [6, 45]. The development

of methods and techniques with integrated features from both re-

search areas undoubtedly leads to an increase in complexity and the

need to adapt current techniques or, in some cases, to develop new

formalisms, techniques, and tools [40, 47, 48]. Developing these

formalisms correctly requires algorithms, procedures, and tools to

produce reliable end results [10, 51]. Agents in RT-MAS are con-

sidered to be players in games played over real-time models (such

as Timed Automata (TA) [2] and Timed Petri Nets [33]), and their

goals are specified by real-time logic formulas [6, 33, 40, 44, 47].

For example, the fact that a coalition of players has a strategy to

achieve a certain goal by acting cooperatively can be expressed

using the syntax of logics such as Timed Alternating-time Tempo-

ral Logic (TATL) [30, 37] and Strategic Timed Computation Tree

Logic (STCTL) [6]. However, STCTL with continuous semantics is

more expressive than TATL, as shown in [6]. Moreover, in [6], was

shown that the model checking problem for STCTLwith continuous

semantics and memoryless perfect information is of the same com-

plexity as for TCTL, while for STCTL with continuous semantics

and perfect recall it is undecidable. Model checking for TATL with

continuous semantics is undecidable [6]. In all previous logics, the

timed game model in which the players are playing is treated as a

static gamemodel, i.e., the actions of the players affect their position

within the model, but do not affect the structure of the model itself.

In this paper, we propose Timed Obstruction Logic (TOL), for rea-

soning about RT-MAS with real-time goals [6, 33, 40, 44, 47] played

in a dynamic model. Dynamic game models [17, 43, 51] have been

studied in a variety of contexts, including cybersecurity and plan-

ning. In our new logic (TOL), games are played over an extended TA

(Weighted TA (WTA) [4]) by two players (Adversary and Demon).

There is a cost (𝑊 (𝑒)) associated with each edge of the automaton.

This means that, given a location 𝑙 of the automaton and a natural

number 𝑛, the Demon deactivates an appropriate subset𝑇 of the set

of edges incident to 𝑙 such that the sum of the deactivation costs of

the edges contained in𝑇 is less than 𝑛. Then, the Adversary selects

a location 𝑙 ′ such that 𝑙 is adjacent to 𝑙 ′ and the edge from 𝑙 to 𝑙 ′

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


does not belong to the set of edges selected by the Demon in the

previous round. The edges deactivated in the previous round are

restored, and a new round starts at the last node selected by the

opponent. The Demon wins the timed game if the infinite sequence

of nodes subsequently selected by the opponent satisfies a certain

property 𝜑 expressed by a TOL formula. Furthermore, in addition

to the introduction of our new logic and its adaptation to the speci-

fication of properties in the context of real-time cybersecurity, we

provide a verification procedure for TOL and show that its complex-

ity is PSPACE-complete, i.e., not higher than that of classical timed

temporal logics such as TCTL. Thus, we increase the expressiveness

of properties without incurring a cost in terms of complexity.

Structure of the work. Theoretical background is presented in

Section 2. In Section 3, we present the syntax and the semantics of

our new logic, called Timed Obstruction Logic (TOL). In Section 4,

we show our model checking algorithm and prove that the model

checking problem for TOL is PSPACE-Complete. In Section 5, we

compare TOL with other timed and modal logics. In Section 6, we

present our case study in the cybersecurity context. In Section 7, we

compare our approach to related work. Finally, Section 8 concludes

and presents possible future directions.

2 BACKGROUND
Let N be the set of natural numbers, N≥0 the set including 0, R≥0
the set of non-negative reals, and Z the set of integers. For sets 𝑋

and 𝑌 , |𝑋 | denote the cardinality of 𝑋 . The set operations of inter-

section, union, complementation, set difference, Cartesian product

and empty set are 𝑋 ∩ 𝑌 , 𝑋 ∪ 𝑌 , 𝑋 , 𝑋 \ 𝑌 , 𝑋 × 𝑌 , and ∅ respec-
tively. Inclusion and strict inclusion are denoted 𝑋 ⊆ 𝑌 and 𝑋 ⊂
𝑌 . Let 𝜋 = 𝜋1, . . . , 𝜋𝑛 be a countable sequence, we denote by 𝜋𝑖 its

𝑖-th element, by 𝜋≤𝑖 the finite prefix 𝜋1, . . . , 𝜋𝑖 of 𝜋 and by 𝜋≥𝑖 the
(possibly infinite) suffix of 𝜋 starting at 𝜋𝑖 . If 𝜋 is a finite sequence,

𝑙𝑎𝑠𝑡 (𝜋 ) denotes the last element 𝜋𝑛 of 𝜋 .

2.1 Attack Graphs
An attack is an attempt by an attacker to gain unauthorized access

to resources or compromise system integrity. In this context, the

Attack Graph (AG) [17, 32] is a widely used model for representing

interactions between an attacker and a defender employing Moving

Target Defense (MTD) mechanisms [19]. MTD techniques, such as

Address Space Layout Randomization (ASLR) [41], dynamically re-

configure system components to modify the attack surface, thereby

reducing the attacker’s success probability. However, activating an

MTD countermeasure incurs performance costs, as system services

may become partially or completely unavailable during reconfigura-

tion. Therefore, optimizingMTD deployment is essential to balance

security risk reduction and system performance.

2.2 Weighted Transition Systems
Weighted Transition Systems (WTS) are an extension of Labeled

Transition Systems (LTS) [46]. They introduce operational seman-

tics in reactive systems. A AG can be defined as aWTS.

Definition 1 (Weighted Transition Systems (WTS)). Let
AP be a finite set of atomic propositions (atoms). A WTS is a tuple
M = (S, s0, Σ, E,W, 𝐾, F) where:

• 𝑆 is a finite set of states,
• 𝑠0 ∈ 𝑆 is an initial state,
• Σ is a finite set of actions,
• 𝐸 ⊆ 𝑆 × Σ × 𝑆 is a transition relation,
• 𝑊 : 𝐸 → N≥0 is a function that labels the elements of 𝐸,
• 𝐾 : 𝑆 → 2

AP is a labeling function for the states,
• 𝐹 ⊆ 𝑆 is a set of goal states.

The transitions of a WTS are noted in the following way: we write

s
𝑎−→
𝑤

s′ whenever 𝑎 ∈ Σ, (𝑠, 𝑎, 𝑠′) ∈ 𝐸 and𝑊 (𝑠, 𝑎, 𝑠′) = 𝑤 where 𝑤

∈ N≥0. We use non-negative real-valued variables called as clocks
to represent the continuous time domain. Clocks advance syn-

chronously at a uniform rate and are the basis of TA [2]. Here, we

work with an extension of TA known as Weighted TA (WTA) [4].

2.3 Weighted Timed Automata
We now explore the relation betweenWTS and Weighted Timed

Automata (WTA) [4]. A WTA is an extension of a TA [2] with

weight/cost information at both locations and edges, and it can be

used to address several interesting questions [4, 12].

Definition 2 (Clock constraints and invariants). Let X be
a finite set of variables ranging over R≥0, called clocks. The set Φ+ (𝑋 )
of clock constraints over the set of clocks X is given by the following
grammar:

𝜙 := 𝑡𝑟𝑢𝑒 | x ∼ c | x − y ∼ c | 𝜙1 ∧ 𝜙2

where x, 𝑦 ∈ X, c ∈ N, and ∼ ∈ {<, >, ≤, ≥, =}.
The clock constraints of the form 𝑡𝑟𝑢𝑒 , x ∼ c are called non-diagonal
constraints and those of the form x − y ∼ 𝑐 are called diagonal

constraints. The set of non-diagonal constraints over X is denoted

by Φ(𝑋 ). In this paper, we use the non-diagonal constraints as in

[2] where the comparison between two clocks is not allowed [13]
1
.

Clock invariants Δ(X) are clock constraints in which ∼∈ {<, ≤}.
Definition 3 (Clock valuations). Given a finite set of clocks X,

a clock valuation function, 𝜈 : X→ R≥0 assigning to each clock 𝑥 ∈
X a non-negative value 𝜈 (𝑥). We denote R𝑋

≥0 the set of all valuations.
For a clock valuation 𝜈 ∈ R𝑋

≥0 and a time value d ∈ R≥0, 𝜈 + d is the
valuation satisfied by (𝜈 + 𝑑) (𝑥) = 𝜈 (𝑥) + 𝑑 for each 𝑥 ∈ X. Given
a clock subset 𝑌 ⊆ 𝑋 , we denote 𝜈 [𝑌 ← 0] the valuation defined
as follows: 𝜈 [𝑌 ← 0] (𝑥) = 0 if 𝑥 ∈ 𝑌 and 𝜈 [Y ← 0] (𝑥) = 𝜈 (𝑥)
otherwise.

Here, we only consider the weight/cost in the edges (transitions) in

ourWTA. Formally, aWTA is defined as follows [4].

Definition 4 (Weighted Timed Automata (WTA)). Let 𝑋 be a
finite set of clocks and AP a finite set of atoms. AWTA is a tupleA =
(𝐿, 𝑙0, 𝑋, Σ,𝑇 , 𝐼 ,𝑊 , 𝐾, 𝐹 ), where:
• 𝐿 is a finite set of locations,
• 𝑙0 ∈ 𝐿 is an initial location,
• 𝑋 is a finite set of clocks,
• Σ is a finite set of actions,
• 𝑇 ⊆ 𝐿 × Σ × Φ(𝑋 ) × 2𝑋 × 𝐿 is a finite set of transitions,
• 𝐼 : 𝐿 → Δ(𝑋 ) is a function that associates to each location a
clock invariant,

1
Here, we use this kind of clocks constraints to ensure the correctness of the construc-

tion of our symbolic representation of WTA



• 𝑊 : 𝑇 → N≥0 is a function that labels the elements of 𝑇 ,
• 𝐾 : 𝐿 → 2

AP is a labeling function for the locations,
• 𝐹 ⊆ 𝐿 is a set of goal locations.

We write l
𝑎,𝜙,𝑌
−−−−→

𝑤
l′ instead of (𝑙, 𝑎, 𝜙, 𝑌 , 𝑙 ′)𝑤 ∈ 𝑇 for an edge from 𝑙

to 𝑙 ′ with guard 𝜙 ∈ Φ(𝑋 ), reset set 𝑌 ⊆ 𝑋 and𝑤 ∈ N≥0. The value
𝑊 (𝑡) given to edge 𝑡 = (𝑙, 𝑎, 𝜙, 𝑌 , 𝑙 ′)𝑤 where 𝑡 ∈ 𝑇 represents the

cost of taking that edge. The value𝑊 (𝑡) given to edge 𝑡 represents

the deactivation cost. Since cost information cannot be employed as

constraints on edges, the undecidability of Hybrid Automata (HA)

[28] is avoided in the case of WTA [12] (i.e., decidability results

are preserved forWTA). InWTA, costs are explicitly defined in its

syntax, however, they do not influence the discrete behavior of the

system. Since there is no cost constraint, the semantics of aWTA is

similar to that of a TA. It is thus given as aWTS.

Definition 5 (Semantics of WTA). Let A = (𝐿, 𝑙0, 𝑋, Σ,𝑇 , 𝐼 ,
𝑊 , 𝐾, 𝐹 ) be aWTA. The semantics ofWTAA is given by aWTS(A)
= (S, s0, ΣΔ, 𝐸,𝑊 ′, 𝐾 ′, S𝐹 ) where:
• 𝑆 ⊆ 𝐿 × RX

≥0 is a set of states,
• 𝑠0 = (𝑙0, 𝜈0) with 𝜈0 (𝑥) = 0 for all 𝑥 ∈ X and 𝜈0 |= 𝐼 (𝑙0),
• ΣΔ = Σ ⊎ R≥0,
• 𝐸 ⊆ 𝑆 ×ΣΔ ×𝑆 is a transition relation defined by the following
two rules:
– Discrete transition: (𝑙, 𝜈) 𝑎−→

𝑤
(𝑙 ′, 𝜈′) for 𝑎 ∈ Σ and𝑤 ∈

N≥0 iff l
𝑎,𝜙,𝑌
−−−−→

𝑤
l′, 𝜈 |= 𝜙 , 𝜈 ′ = 𝜈 [𝑌 ← 0] and 𝜈 ′ |= I(𝑙 ′)

and,

– Delay transition: (𝑙, 𝜈) 𝑑−→ (𝑙, 𝜈 + 𝑑), for some 𝑑 ∈ R≥0
iff 𝜈 + 𝑑 |= I(𝑙).

• 𝑊 ′ =𝑊 ,
• 𝐾 ′ ((𝑙, 𝜈)) = 𝐾 (𝑙) ∪ {𝜙 ∈ Φ(𝑋 ) | 𝜈 |= 𝜙},
• 𝑆𝐹 ⊆ 𝐹 × RX

≥0 is a set of states,

2.4 Paths and n-strategy
A path 𝜌 in WTS(A) is an infinite sequence of consecutive delays

and discrete transitions. A finite path fragment of A is a run in

WTS(A) starting from the initial state 𝑠0 = (𝑙0, 𝜈0), with delay and

discrete transitions alternating along the path: 𝜌 = 𝑠0
𝑑0−−→ 𝑠′

1

a0−−→
𝑤0

𝑠1
𝑑1−−→ 𝑠′

2

a1−−→
𝑤1

𝑠2 . . . 𝑠𝑛−1
𝑑𝑛−1−−−−→ 𝑠′𝑛

𝑎𝑛−−→
𝑤𝑛

𝑠𝑛 . . . or more compactly

𝑠0
𝑑0,𝑎0−−−−→
𝑤0

𝑠1
𝑑1,a1−−−−→
𝑤1

𝑠2
𝑑2,𝑎2−−−−→
𝑤2

𝑠3 . . . 𝑠𝑛−1
𝑑𝑛−1,𝑎𝑛−1−−−−−−−−→

𝑤𝑛−1
𝑠𝑛 . . ., where

𝜈0 (𝑥) = 0 for every 𝑥 ∈ 𝑋 . A path of WTS(A) is initial if 𝑠0 =

(𝑙0, 𝜈0) ∈ 𝑆 , where 𝑙0 ∈ 𝐿, 𝜈0 assigns 0 to each clock, and maximal
if it ends in a goal location. We write 𝜌𝑖 to denote the 𝑖-th element

𝑠𝑖 = (𝑙𝑖 , 𝜈𝑖 ) of 𝜌 , 𝜌≤𝑖 to denote the prefix 𝑠0, . . . , 𝑠𝑖 of 𝜌 and 𝜌≥𝑖
to denote the suffix 𝑠𝑖 , 𝑠𝑖+1 . . . of 𝜌 . A history is any finite prefix

of some path. We use 𝐻 to denote the set of histories. Due to the

infinite nature of WTSs, i.e. their continuous transitions, given a

WTA A we will use here ind(𝑇 ′) to indicate the set of deactivated

edges 𝑇 ′ ⊂ 𝑇 in A induced in the WTS(A).

Definition 6. LetA be aWTA and 𝑛 be a natural number. Given
a modelWTS(A), a 𝑛-strategy is a function𝔖 : 𝐻 → 2

𝑇 such that,
given a history ℎ, returns a subset 𝑇 ′ such that: (i) 𝑇 ′ ⊂ 𝑇 (𝑙𝑎𝑠𝑡 (ℎ)),

(ii) ind(𝑇 ′) ⊂ 𝐸 (𝑙𝑎𝑠𝑡 (ℎ)), (iii) (∑𝑡 ∈𝑇 ′ )W(𝑡)) ≤ 𝑛. A memoryless
𝑛-strategy is a 𝑛-strategy 𝔖 such that for all histories ℎ and ℎ′ if
𝑙𝑎𝑠𝑡 (ℎ) = 𝑙𝑎𝑠𝑡 (ℎ′) then𝔖(ℎ) = 𝔖(ℎ′).
A path 𝜌 is compatible with a 𝑛-strategy if for all 𝑖 ≥ 1, (𝜌𝑖 , 𝜎, 𝜌𝑖+1)
∉ 𝔖(𝜌≤𝑖 ), where 𝜎 ∈ Σ. Given a state 𝑠 = (𝑙, 𝜈) and a 𝑛-strategy

𝔖, 𝑂𝑢𝑡 (𝑠,𝔖) refers to the set of pathways starting from 𝑠 that

are consistent with𝔖.Definition 6 represents the case where the

demon’s strategy can deactivate edges.

2.5 Predecessor operator and Zone Graph
Since the number of states in aWTA is infinite, it is impossible to

build a finite state automaton. Thus, a symbolic semantics called

zone graphwas proposed for a finite representation of TA behaviors

[11]. The zone graph representation of TA is not only an important

implementation approach employed bymost contemporary TA tools

[11], but it also provides a theoretical foundation for demonstrating

the decidability of semantic properties for a given TA. In a zone

graph, clock zones represent sets of clock valuations symbolically.

A clock zone 𝑍 ∈ R𝑋
≥0 over a set of clocks 𝑋 is a set of valuations

that satisfy a conjunction of constraints. Formally, the clock zone

for the constraint 𝜙 is 𝑍 = {𝜈 | 𝜈 (𝑥) |= 𝜙, 𝑥 ∈ 𝑋 }. Geometrically, a

zone is a convex polyhedron. A symbolic state (or zone) is a pair

Z = (𝑙, 𝑍 ), where 𝑙 is a location and 𝑍 is a clock zone. A zone Z
= (𝑙, 𝑍 ) represents all the states 𝑧 = (𝑙 ′, 𝜈) ∈ Z if 𝑙 = 𝑙 ′ and 𝜈 ∈ 𝑍 ,
indicating that a state is contained in a zone. We can now define

the symbolic discrete and delay predecessor operations on zones

as follows:

Definition 7 (Discrete and Time Predecessor). LetZ be a
zone and 𝑒 be an edge of a WTS(A), then:

disc-pred(𝑒,Z) = {𝑧 | ∃𝑧′ ∈ Z, 𝑧 𝑒−→
𝑤
𝑧′}

time-pred(Z) = {𝑧 | ∃𝑧′ ∈ Z, 𝑧 𝑑−→
𝑤
𝑧′ 𝑎𝑛𝑑 𝑑 ∈ R≥0}

That is, disc-pred(𝑡,Z) is the set of all 𝑒-predecessors of states in
Z and time-pred(Z) is the set of all time-predecessors of states

in Z. According to these definitions, if Z is a zone then time-

pred(Z) and disc-pred(𝑒,Z) are also zones, meaning that zones

are preserved by the above predecessor operations and𝑤 ∈ N≥0.
Definition 8 (Predecessor). LetZ be a zone and 𝑒 be a edge of

aWTS(A), then :

pred(𝑒,Z) = disc-pred(𝑒, time-pred(Z))
That is, pred is the set of all states that can reach some state inZ
by performing a 𝑒 discrete transition and allowing some time (delay

transition) to pass.

Definition 9 (Zone Graph). Given aWTAA, a zone graph is a
transition system ZG(A) = (𝑄,𝑞0, (Σ ∪ {𝜖}),→ZG, 𝐾𝑍 ), where:
• 𝑄 consists of pairs 𝑞 = (𝑙, 𝑍 ) where 𝑙 ∈ 𝐿, and 𝑍 ∈ Φ+ (𝑋 ) is a
non-empty clock zone with 𝑍 ⊆ 𝐼 (𝑙),
• 𝑞0 = (𝑙0, 𝑍0) ∈ 𝑄 is the initial zone with 𝑍0 = ⟦

∧
𝑥∈X 𝑥 = 0⟧,

• Σ is the set of labels of A,
• →ZG ⊆ Q×(𝑇∪ {𝜖})×Q is a set of transitions, where each tran-
sition in ZG(A) is a labeled by a transition 𝑒 = (𝑙, 𝑎, 𝜙, 𝑌 , 𝑙 ′)𝑤
∈ 𝑇 , where 𝑇 is in A (and Σ = 𝑇 ) and 𝜖 is a symbolic delay
transition. For each 𝑒 ∈ (Σ ∪ {𝜖}), transitions are defined as:



– For every 𝑒 inA and zone 𝑞 in Q, there exists a discrete tran-
sition (𝑞, 𝑒, 𝑞′), where 𝑞 = (𝑙, 𝑍 ) 𝑒−→ZG 𝑞′ = (𝑙 ′, post(𝑒, (𝑙,
𝑍 ))) if post(𝑒, (𝑙, 𝑍 )) ≠ ∅,

– For a clock zone 𝑍 , there exists a delay transition (𝑞, 𝜖, 𝑞′),
where 𝑞 = (𝑙, 𝑍 ) 𝜖−→ZG 𝑞′ = (𝑙, 𝑍 ′) and 𝑍 ′ = time-succ(𝑙,
𝑍 ) ∩ 𝐼 (𝑙) where 𝑍 ′ is a time successor of 𝑍 .

• 𝐾𝑧 (𝑙, 𝑍 ) = 𝐾 (𝑙) ∪ {𝜙 ∈ Φ+ (𝑋 ) | 𝜈 |= 𝜙}

Every zone has a transitive 𝜖 delay transition to itself. An 𝜖

delay transition must be strict to maintain clock zones and is not

reflexive between zones. Since an 𝜖 transition is reflexive, the time

successor relation is also reflexive. The operations time-succ(𝑙, 𝑍 )
and post(𝑒, (𝑙, 𝑍 ) present the set of time successors of any state in

(𝑙, 𝑍 ) and the successor of (𝑙, 𝑍 ) by the transition 𝑒 , respectively

(remember thatZ = (𝑙, 𝑍 )).

3 TIMED OBSTRUCTION LOGIC
In this section, we define the syntax and semantics of our Timed

Obstruction Logic (TOL). Our definitions are based on [17, 18].

Definition 10. Let A be a WTA, AP a set of atomic propositions
(or atoms), a set 𝑋 of clocks of A and 𝐽 a non-empty set of clocks of
the formula, where 𝑋 ∩ 𝐽 = ∅. Formulas of Timed Obstruction Logic
(TOL) are defined by the following grammar:

𝜑 ::= ⊤ | 𝑝 | ¬𝜑 | 𝜑1 ∧ 𝜑2 | 𝜙 | ⟨ 𝑛⟩(𝜑1 U 𝜑2) | ⟨ 𝑛⟩(𝜑1 R 𝜑2) | 𝑗 .𝜑

where 𝑝 ∈ AP is an atomic formula, 𝑗 ∈ 𝐽 , 𝑛 ∈ N≥0 represents the
grade of the strategic operator, and 𝜙 ∈ Φ(𝑋 ∪ 𝐽 ).

It is possible to compare a formula clock and an automata clock,

for example, by using the clock constraint 𝜙 , which applies to both

formula clocks and clocks of the TA. The boolean connectives ⊥,
∨ and,→ can be defined as usual. Clock 𝑗 in 𝑗 .𝜑 is called a freeze

identifier and bounds the formula clock 𝑗 in 𝜑 . The interpretation is

that 𝑗 .𝜑 is valid in a state 𝑠 if 𝜑 holds in 𝑠 where clock 𝑗 starts with

value 0 in 𝑠 . This freeze identifier can be used in conjunction with

temporal constructs to indicate common timeliness requirements

such as punctuality, bounded response, and so on. As OL, we define

⟨ 𝑛⟩F𝜑 := ⟨ 𝑛⟩(⊤U𝜑), ⟨ 𝑛⟩G𝜑 := ⟨ 𝑛⟩(⊥R𝜑) and ⟨ 𝑛⟩(𝜑W𝜓 ) :=
⟨ 𝑛⟩(𝜓 R (𝜑 ∨ 𝜓 )). The size |𝜑 | of a formula 𝜑 is the number of

its connectives. With the help of the freeze identifier operator of

TOL, a time constraint can be added concisely. For instance, the

formula 𝑗 .⟨ 𝑛⟩((𝜑1 ∧ 𝑗 ≤ 7) U𝜑2) intuitively means that there is

a demonic strategy such that all paths that are compatible with

the strategy, the property 𝜑1 holds continuously until within 7

time units 𝜑2 becomes valid. From the above formula, it is clear

that timing constraints are allowed. In this case, we will call the

formulas with timing constraints, such as timed temporal formulas.

The intuitive meaning of a formula ⟨ ⟩𝜑 with 𝜑 timed temporal

formula is: there is a demonic strategy such that all paths of the

WTS that are compatible with the strategy satisfy 𝜑 . Unlike OL, our

logical TOL does not use the next operator. This is because the time

domain is continuous and there is no unique next time. The next

operator could be added to our logic. However, it would only be

used in temporal semantics and our logic is more oriented towards

real-time semantics. Formulas of TOLwill be interpreted overWTS.

We can now precisely define the semantics of TOL formulas.

Definition 11 (TOL Semantics). Let A be a WTA, a set 𝑋 of
clocks of A and 𝐽 a non-empty set of clocks of the formula, 𝑝 ∈ AP,
𝜙 ∈ Φ(𝑋 ∪ 𝐽 ) andM = WTS(A). An extended state over 𝑆 is a triple
(𝑙, 𝜈, 𝜇), where 𝑠 = (𝑙, 𝜈) ∈ 𝑆 is a WTS state and 𝜇 a valuation for the
formula clocks in 𝐽 . The satisfaction relation between aWTSM, TOL
formulas 𝜑 and𝜓 and an extended state 𝑠𝜇 = (𝑙, 𝜈, 𝜇)2 of the formula,
is given inductively as follows:
• M, 𝑠 |= ⊤ for all state 𝑠 ,
• M, 𝑠 |= 𝑝 iff 𝑝 ∈ 𝐾 (𝑠),
• M, 𝑠 |= ¬𝜑 iff notM, 𝑠 |= 𝜑 (notationM, 𝑠 ̸ |= 𝜑),
• M, 𝑠 |= 𝜑1 ∧ 𝜑2 iffM, 𝑠 |= 𝜑1 andM, 𝑠 |= 𝜑2,
• M, 𝑠 |= 𝜙 iff 𝜈 |= 𝜙 ,
• M, 𝑠 |= ⟨ 𝑛⟩(𝜑 U𝜓 ) iff there is a 𝑛-strategy𝔖 such that for
all 𝜌 ∈ 𝑂𝑢𝑡 (𝑠,𝔖) there is a 𝑗 ∈ N such thatM, 𝜌 𝑗 |= 𝜓 and
for all 0 ≤ 𝑘 < 𝑗 ,M, 𝜌𝑘 |= 𝜑 ,
• M, 𝑠 |= ⟨ 𝑛⟩(𝜑 R𝜓 ) iff there is a 𝑛-strategy𝔖 such that for all,
𝜌 ∈ 𝑂𝑢𝑡 (𝑠,𝔖) we have that eitherM, 𝜌𝑖 |= 𝜓 for all 𝑖 ∈ N or
there is a 𝑘 ∈ N such thatM, 𝜌𝑘 |= 𝜑 andM, 𝜌𝑖 |= 𝜓 for all
0 ≤ 𝑖 ≤ 𝑘 ,
• M, 𝑠 |= 𝑗 .𝜑 iffM, (𝑙, 𝜈 [ 𝑗 ← 0]) |= 𝜑 .

Two formulas 𝜑 and𝜓 are semantically equivalent (denoted by

𝜑 ≡ 𝜓 ) iff for any modelM and extended state 𝑠 ofM,M, 𝑠 |= 𝜑
iffM, 𝑠 |= 𝜓 .

The relationship betweenWTA andWTS is defined as follows.

Definition 12. Let A be a WTA and 𝜑 ∈ TOL, then A |= 𝜑 iff
WTS(A) |= 𝜑 .

Let 𝜑 be a formula, the set of extended states satisfying 𝜑 is

independent of the valuation 𝜇 for the formula clocks. Thus, for any

state 𝑠 = (𝑙, 𝜈) in aWTS and valuations 𝜇, 𝜇′ for the formula clocks,

we can get that M, (𝑙, 𝜈, 𝜇) |= 𝜑 iff M, (𝑙, 𝜈, 𝜇′) |= 𝜑 . Therefore,
when 𝜑 is closed, it makes sense to talk about a state 𝑠 that satisfies

𝜑 .

Let𝜑 be any formula, (𝑋∪ 𝐽 ) a set of clocks (formula and automa-

ton) andA be aWTA, then Sat(𝜑) denotes the set of extended states
ofM = WTS(A) verifying, 𝜑 , i.e., Sat(𝜑) = {𝑠 ∈ 𝑆 | M, 𝑠 |= 𝜑}.
Next, we can establish the model checking problem.

Definition 13. GivenM, an extended state 𝑠 , and 𝜑 , the model
checking concerns determining whetherM, 𝑠 |= 𝜑 .

4 MODEL CHECKING
Here, we present our model checking algorithm for TOL. Further-

more, we show that the model checking problem for TOL is decid-

able in PSPACE-complete. The general structure of the algorithm

shown here is similar to OL model checking algorithm [18]. TOL

model checking algorithm is based on the computation of the set

Sat(𝜑) of all states satisfying a TOL formula𝜑 , followed by checking

whether the initial state is included in this set. AWTA A satisfies

TOL state formula𝜑 if and only if𝜑 holds in the initial state of WTA:

A |= 𝜑 iff 𝑙0 ∈ 𝐿 such that (𝑙0, 𝜈0, 𝜇0) ∈ Sat(𝜑), where 𝜈0 (𝑥) = 0 for

all 𝑥 ∈ 𝑋 and 𝜇0 (𝑥) = 0 for all 𝑗 ∈ 𝐽 . A TOL formula ⟨ 𝑛⟩((𝜑 U𝜓 )
holds in a state 𝑠 iff ⟨ 𝑛⟩U(Sat(𝜓1), Sat(𝜓2)) with U being an TOL

operator. As mentioned in subsection 2.5, build aWTS(A) for some

2
To facilitate reading, from this point onward we will use only the symbol 𝑠 for an

extended state.



WTA A is therefore not practicable. Instead, the basic idea is to

construct a zone graph [11], which is built from theWTA A and

the TOL formula 𝜑 (i.e., ZG(A, 𝜑)). Since ZG(A, 𝜑) depends on 𝜑 ,

the definition of 𝐾𝑧 (in Definition 9) is modified as follows: 𝐾𝑧 (𝑙, 𝑍 )
= 𝐾 (𝑙) ∪ {𝜙 ∈ Φ+ (𝑋 ) | 𝜈 |= 𝜙} ∪ {𝜙 ∈ Φ+𝜑 (𝐽 ) | 𝜈 |= 𝜙} (here Φ+𝜑 (𝐽 )
denotes the set of clock constraints of 𝜑). In short, Algorithm 1

begins with aWTA A and a formula 𝜑 used to construct the zone

graph ZG(A, 𝜑) and returns the set of symbolic states ofA satisfy-

ing 𝜑 . The Algorithm 1 works as follows: it first constructs the zone

graph ZG(A, 𝜑), then it recursively computes, for all subformulas

𝜓 , the sets of symbolic states Sat(𝜓 ) for which𝜓 is satisfied. The

computation of Sat(𝜓 ) for𝜓 being true, a proposition 𝑝 , or a clock

constraint 𝜙 is explicit. The negation and conjunction computa-

tions are straightforward. The computation of the TOL formula

⟨ 𝑛⟩(𝜓1 U𝜓2) and ⟨ 𝑛⟩(𝜓1 R𝜓2) are defined under the computation

of predecessor sets. However, the notion of predecessors is differ-

ent for the quantifiers in TCTL [29][2]. The computation of the

TOL formula ⟨ 𝑛⟩(𝜓1 U𝜓2) can be reduced to the computation of

an OL formula. The computation of ⟨ 𝑛⟩(𝜓1 U 𝜓2) is a fixed-point
iteration that starts at Sat(𝜓2) and iteratively adds all predecessor

symbolic states that are in Sat(𝜓1). We need to define a new prede-

cessor operator to compute all predecessors with the obstruction

operator. We will now use our zone graph to compute predecessors.

The predecessor computation is done by the operator ▼(𝑛,Z) for
a symbolic stateZ (zones) and a number 𝑛, computes the set of all

predecessor symbolic states (likewise, for the operator R ).

Definition 14. Given a symbolic stateZ and 𝑒 an edge, we define
Pred(Z) = ⋃

𝑒∈𝐸 pred(𝑒,Z).

It is well known that the union of zones could create non-convex

zones. However, the problem related to the union of zones has been

addressed in different kinds of literature [27, 49, 50], yielding excel-

lent results and algorithms for generating convex zones. We could

use the algorithm presented in [49] to obtain convex zones again.

Now, the obstruction predecessor of a zoneZ, denoted ▼(𝑛,Z), is
defined as the set of symbolic states that characterizes all predeces-

sors of the symbolic stateZ, where each state 𝑧 satisfies▶ (𝑧, 𝑛,Z),
that is, it can transition to a state not in the setZ where the sum

of all successors of 𝑧 is less than or equal to 𝑛.

Definition 15. Let 𝑛 ∈ N andZ a symbolic state, we write:

▶ (𝑧, 𝑛,Z) = (
∑︁

𝑧′ ∈ Z ∧ 𝜎 ∈ ΣΔ

W(𝑧, 𝜎, 𝑧′)) ≤ 𝑛

▼(𝑛,Z) = {𝑧 ∈ Pred(Z) | ▶ (𝑧, 𝑛,Z)}

Proposition 1. Let 𝑧 a state, 𝑛 a natural number, andZ a sym-
bolic state (or zone), then 𝑧 ∈ ▼(𝑛,Z) iff 𝑧 ∈ Z.

Proof. (Sketch) A proof of this proposition may be obtained

from TA [2]. □

For the U and R operators, auxiliary methods are defined. These

methods are listed in Algorithm 2 and Algorithm 3. Algorithm 2

shows the backward search for computing the method ⟨ 𝑛⟩U (Sat
(𝜓1), Sat(𝜓2)) in line 15 of Algorithm 1. Algorithm 3 shows the

backward search for computing the method ⟨ 𝑛⟩R(Sat(𝜓 ), Sat(𝜓2))
in line 17 of Algorithm 1. Termination of the Algorithm 1 intuitively

follows, as the number of states in the zone graph is finite. The fol-

lowing proposition establishes the termination and the correctness

of our model checking algorithm.

Algorithm 1 TOL model checking

Input: A modelM = ZG(A, 𝜑) where A is aWTA and 𝜑 is a TOL

formula

Output: Sat(𝜑) ← {𝑞 ∈ 𝑄 | M, 𝑞 |= 𝜑}
1: for all i ≤ |𝜑 | do
2: for all𝜓 ∈ 𝑆𝑢𝑏 (𝜑) 𝑤𝑖𝑡ℎ |𝜓 | = 𝑖 do
3: switch (𝜓 ) do
4: case𝜓 = ⊤
5: Sat(𝜓 ) ← 𝑄

6: case𝜓 = 𝑝

7: Sat(𝜓 ) ← {𝑞 ∈ 𝑄 | 𝑝 ∈ 𝐾𝑧 (𝑞)}
8: case𝜓 = ¬𝜓1
9: Sat(𝜓 ) ← 𝑄 \ Sat(𝜓 )
10: case𝜓 = 𝜙

11: Sat(𝜓 ) ← 𝜙

12: case𝜓 = 𝜓1 ∧𝜓2
13: Sat(𝜓 ) ← Sat(𝜓1) ∩ Sat(𝜓2)
14: case𝜓 = ⟨ 𝑛⟩(𝜓1 U𝜓2)
15: Sat(𝜓 ) ← 𝑛U(Sat(𝜓1), Sat(𝜓2))
16: case𝜓 = ⟨ 𝑛⟩(𝜓1 R𝜓2)
17: Sat(𝜓 ) ← 𝑛R(Sat(𝜓1), Sat(𝜓2))
18: case𝜓 = 𝑗 .𝜓1
19: Sat(𝜓 ) ← Sat(𝜓1)

Algorithm 2 Backward search for computing 𝑛U

Input: A TOL formula ⟨ 𝑛⟩(𝜓1 U𝜓2)
Output: Sat(⟨ 𝑛⟩(𝜓1 U𝜓2)) ← {𝑞 ∈ 𝑄 | M, 𝑞 |= ⟨ 𝑛⟩(𝜓1 U𝜓2)}
1: 𝑋 ← ∅
2: 𝑌 ← 𝜓2
3: while 𝑌 ≠ 𝑋 do
4: 𝑋 ← 𝑌

5: 𝑌 ← 𝜓2 ∪ (𝜓1 ∩ ▼(𝑛,𝑋 ))
6: return 𝑌

Algorithm 3 Backward search for computing 𝑛R

Input: A formula ⟨ 𝑛⟩(𝜓1 R𝜓2)
Output: Sat(⟨ 𝑛⟩(𝜓1 R𝜓2)) ← {𝑞 ∈ 𝑄 | M, 𝑞 |= ⟨ 𝑛⟩(𝜓1 R𝜓2)}
1: 𝑋 ← ⊤
2: 𝑌 ← 𝜓2
3: while 𝑌 ≠ 𝑋 do
4: 𝑋 ← 𝑌

5: 𝑌 ← 𝜓2 ∩ (𝜓1 ∪ ▼(𝑛,𝑋 ))
6: return 𝑌

Proposition 2 (Termination). Let A be a WTA and 𝜑 be a
formula. Algorithm 1 always terminates on input ZG(A, 𝜑).



Proof. (Sketch) Algorithm 1 computes the zone graph in a finite

time. Since finite sets bound the number of iterations, the compu-

tation of the subformulas Sub(𝜓 ) and the updating of the labeling

function 𝐾𝑧 are also bounded. Thus, Algorithm 1 terminates. □

Let us now prove the correctness of the model checking algo-

rithm. The following lemma is first defined.

Lemma 1. Let 𝜑 be a formula, and A be a WTA. The extended
state 𝑠 = (𝑙, 𝜈, 𝜇) of the corresponding WTS(A) satisfies 𝜑 iff, the
symbolic state 𝑞 = (𝑙, 𝑍 ) of the corresponding zone graph ZG(A, 𝜑)
satisfies the formula 𝜑 .

Proposition 3. Let A be aWTA, 𝜑 be aTOL formula andM =
WTS(A) be aWTS. Then, 𝑝 ∈ 𝐾𝑧 (𝑞) iff,M, 𝑠 |= 𝜑 where 𝑞 = (𝑙, 𝑍 ) ∈
𝑄 and 𝑠 = (𝑙, 𝜈, 𝜇) ∈ 𝑆 .

Proof. (Sketch) We show by induction over the structure of 𝜑

that, for every 𝜓 ∈ Sub(𝜑) and 𝑞 = (𝑙, 𝑍 ) ∈ 𝑄 , 𝑝 ∈ 𝐾𝑧 (𝑞) holds iff,
M, 𝑠 |=𝜓 .
(Soundness) For every 𝜓 ∈ Sub(𝜑) and 𝑞 = (𝑙, 𝑍 ) ∈ 𝑄 , 𝑝 ∈ 𝐾𝑧 (𝑞)
impliesM, 𝑠 |= 𝜓 . We prove this by induction over the structure

of 𝜓 as follows. The base cases, 𝜓 = ⊤ and 𝜓 = 𝑝 (𝑝 ∈ AP), are
obvious. For the induction step, the cases of boolean combinations,

𝜓 = ¬𝜓 and 𝜓 = 𝜓1 ∧ 𝜓2, of maximal state formulas is trivial.

The induction step for the remaining obstruction operators is as

follows: If𝜓 = 𝑛U(Sat(𝜓1), Sat(𝜓2)). Let 𝑌 be the set of symbolic

states of 𝑄 that is returned by algorithm 2 at line 6. We need to

show that 𝑌 = Sat(𝜓2) provided that 𝑋 = Sat(𝜓1). We first show

that Sat(𝜓 ) ⊆ 𝑌 . Suppose that 𝑞 ∈ Sat(𝜓 ). By the definition of

satisfaction, this means that there is a strategy𝔖 such that given

any 𝜌 = 𝑞1, 𝑞2, . . . in 𝑂𝑢𝑡 (𝑞,𝔖). Note that since the cardinality of a

zone graphM = ZG(A, 𝜑) is finite (i.e., finite zones) and we can

suppose that𝔖 is memoryless, we can focus on the finite prefix

𝑞1, . . . 𝑞𝑚 of 𝜌 in which all the 𝑞𝑖 are distinct. Let 𝐴𝑖 ( for 𝑖 < |M|)
be the value of the variable 𝐴 before the first 𝑖-th iteration of the

algorithm. We show that if 𝐶 ⊆ 𝐴𝑖 then 𝐶 ⊆ 𝐴𝑖+1. Firstly, note
that 𝐴𝑖 ⊆ Sat(𝜓1) for all 𝑖 . In algorithm 2 at line 5, we have that

𝐴𝑖+1 = ▼(𝑛,𝐴𝑖 ) ∩ Sat(𝜓1), i.e., 𝐴𝑖+1 is computed by taking all the

element of Sat(𝜓 ) that have at most 𝑛 successors that are not in 𝐴𝑖 .

Hence, 𝑝 ∈ 𝐾𝑧 (𝑞) impliesM, 𝑠 |= 𝜓 . If 𝜓 = 𝑛R(Sat(𝜓1), Sat(𝜓2))
then the proof is similar to the above.

(Completeness) We prove that ifM, 𝑠 |= 𝜑 then 𝑠 ∈ Sat(𝜑). So, we
can prove whether for every𝜓 ∈ Sub(𝜑) and 𝑠 ∈ 𝑆 , impliesM, 𝑠 ̸ |=
𝜓 as follows. We prove this over the structure of𝜓 . The base cases,

𝜓 = ⊤ and𝜓 = 𝑝 (𝑝 ∈ AP), are obvious. For the induction step, the

cases of boolean combinations,𝜓 = ¬𝜓 , then𝜓 was model checked

and it was found to be true. Thus,M, 𝑠 ̸ |=𝜓 . For𝜓 = 𝜓1∧𝜓2, then𝜓1
and𝜓2 were model checked and at least one of themwas found to be

false. Therefore,M, 𝑠 ̸ |=𝜓 . The proof for𝜓 = 𝑛U(Sat(𝜓1), Sat(𝜓2))
thenM, 𝑠 ̸ |= 𝜓 is similar to the above case (similar for R ). □

The following theorem establishes the complexity of our model

checking algorithm 1.

Theorem 1. The model checking problem of TOL on WTA is
PSPACE-complete.

Proof. PSPACE-hardness: (Sketch) The proof follows from the

PSPA CE-hardness of the model checking of the logic TCTL over

TA [2], since WTA [4] are an extension of TA and TOL is the corre-

sponding extension of TCTL and OL [18]: If we take the 0-fragment

of TOL to be the set of TOL formulas in which the grade of any

strategic operator is 0 (i.e., TOL
0
) then TOL

0
= TCTL and WTA =

TA.

PSPACE-membership: (Sketch) To prove PSPACE-membership,

we use the idea suggested in [2]. Let A be a WTA, 𝜑 ∈ TOL, 𝐷 the

number of clocks of the automaton A, 𝐶𝑥 the maximal constant

associated with of clocksA and𝜑 ,𝑚 the nesting depth of the largest

fixed-point quantifier in 𝜑 . We consider the zone graph ZG(A, 𝜑)
[11] associated with A and the formula 𝜑 with clocks 𝑋 . The zone

graph depends on the maximum constants with which the clocks

in A and 𝜑 are compared. Using the zone graph ZG(A, 𝜑), model

checking of TOL formulas can be done in polynomial time in the

number of 𝐷 , 𝐶 , and 𝑚. This can be shown as in [2]. According

to [1], A |= 𝜑 iff A′ |= 𝜑 , where A′ = 𝑢𝑛𝑡𝑖𝑚𝑒𝑑 (A) is the untimed

automaton associated with A and 𝜑 (the zone graph ZG(A, 𝜑)
[11]). The size of A′ is polynomial in the length of the timing

constraints of the givenWTA automaton and in the length of the

formula 𝜑 (assuming binary encoding of the constants), that is,

|A′ | = 𝑂 ( |𝜑 | · ( |𝐿 | + |𝑇 |) · 𝐷! · ∏
𝑥∈𝑋 𝐶𝑥 ). The zone graph

A′ can be constructed in linear time, which is also bounded by

𝑂 (𝜑 · ( |𝐿 | + |𝑇 |) · 𝐷! ·∏𝑥∈𝑋 𝐶𝑥 ) [2]. On the zone graph, untimed

model checking can be done in time 𝑂 (( |𝜑 | · |A′ |). Obviously, we
get an algorithm of time complexity 𝑂 ( |𝜑 | · ( |𝐿 | + |𝑇 |)). □

5 TOL VS. OTHER LOGICS
In this section, we establish relative relation between TOL with the

Timed Computation Tree Logic (TCTL) [29], Timed 𝜇-Calculus (T𝜇 )

[29] and Timed Alternating-Time Temporal Logic (TATL) [30].

5.1 TOL and TCTL
Here, we show that TOL extends TCTL[29] with a reduction to a

fragment of our logic. We define the 0-fragment of TOL to be the

set of TOL formulas in which the grade of any strategic operator is

0. We denote by TOL
0
such a fragment. Let (−)• be the mapping

from TOL
0
to TCTL formulas that translate each strategic operator

⟨ 0⟩ with the universal path operator A of TCTL, i.e., the function

recursively defined as follows. Let 𝜑 be a TOL formula. Then TCTL

fragment formula (𝜑)• is defined as follows, where 𝑝 ∈ AP

(⊤)• = ⊤
(𝑝)• = 𝑝

(¬𝜑)• = ¬(𝜑)•
(𝜑1 ∧ 𝜑2)• = (𝜑1)• ∧ (𝜑2)•
(𝜙)• = 𝜙

(A(𝜑1 U𝜑2))•= ⟨ 0⟩((𝜑1)• U (𝜑2)•)
(A(𝜑1 R𝜑2))•= ⟨ 0⟩((𝜑1)• R (𝜑2)•)
( 𝑗 .𝜑)• = 𝑗 .(𝜑)•

The translation from TOL to TCTL can be reversed. Our TOL logic

makes two important contributions to TCTL. We extend TCTL with

the same model checking complexity. Thus, we gain expressiveness

without sacrificing tractability.

Theorem 2. Let A be a WTA. For every modelM = WTS(A),
state 𝑠 , and formula 𝜑 ∈ TOL0, we have thatM, 𝑠 |= 𝜑 if and only if
M, 𝑠 |=𝑇𝐶𝑇𝐿 (𝜑)•, where |=𝑇𝐶𝑇𝐿 is the TCTL satisfaction relation.



Proof. The result follows by observing that, for any state 𝑠 , the

set of paths compatible with a 0-strategy𝔖 starting at 𝑠 is equal to

the set of paths starting at 𝑠 and that given any two 0-strategies𝔖1

and𝔖2 we have that 𝑂𝑢𝑡 (𝑠,𝔖1) = 𝑂𝑢𝑡 (𝑠,𝔖2). □

5.2 TOL and 𝑇𝜇
T𝜇 is an extension of the modal 𝜇-calculus [34] with clocks. Let AP

be a non-empty at most countable set of atomic propositions, and

V a non-empty at most countable set of formula variables. The

formal definition of the formulas is as follows.

𝜑 ::= ⊤ | 𝑝 | 𝑌 | 𝜙 | ¬𝜑 | 𝜑1 ∧ 𝜑2 | 𝜑1 ▷ 𝜑2 | 𝑗 .𝜑 | 𝜇 𝑌 .𝜑
where 𝑝 ∈ AP, 𝑌 ∈ V , 𝜙 ∈ Φ(𝑋 ) and 𝑗 ∈ 𝑋𝜑 , where 𝑋 is the set of

clocks of the automaton and 𝑋𝜑 is a set of clocks of the formula. In

𝜇 𝑌 .𝜑 it is required that the variable𝑌 occurs in the scope of an even

number of negations in 𝜑 . The greatest fix-point operator can be

defined by 𝜈 𝑌 .𝜑 = The ▷ operator can be considered a (timed) next

operator, where a state satisfies 𝜑1 ▷ 𝜑2 if one of its time successors

has an action transition whose destination state satisfies 𝜑2, and

every intermediate time successor (including this one) fulfills 𝜑1
or 𝜑2. Here, we show that TOL can be encoded into T𝜇 with a

reduction to a fragment of our logic. Specifically, we show how to

translate each TOL formula 𝜑 to a T𝜇 formula (𝜑)𝑇 𝜇 and that given

a WTA A such thatM = WTS(A). Now, let (−)𝑇 𝜇 be the function

from TOL formulas to 𝑇𝜇 formulas, defined as follows:

(⊤)𝑇 𝜇 = ⊤
(𝑝)𝑇 𝜇 = 𝑝

(𝜙)𝑇 𝜇 = 𝜙

(¬𝜑)𝑇 𝜇 = ¬(𝜑)𝑇 𝜇
(𝜑1 ∧ 𝜑2)𝑇 𝜇 = (𝜑1)𝑇 𝜇 ∧ (𝜑2)𝑇 𝜇
( 𝑗 .𝜑)𝑇 𝜇 = 𝑗 .(𝜑)𝑇 𝜇
(⟨ 0⟩(𝜑1 U𝜑2))𝑇 𝜇 = 𝜇 𝑌 .((𝜑2)𝑇 𝜇 ∨ ((𝜑1)𝑇 𝜇 ▷ 𝑌 ))
(⟨ 0⟩(𝜑1 R𝜑2)))𝑇 𝜇= 𝜈 𝑌 ((𝜑2)𝑇 𝜇 ∧ ((𝜑1)𝑇 𝜇 ▷ 𝑌 ))

Note that (𝜑)𝑇 𝜇 is a closed 𝑇𝜇 formula for every formula 𝜑 . Let us

call unary a TOL modelM such that𝑊 (𝑡) = 1 for all 𝑡 ∈ 𝑇 .

Theorem 3. IfM is a unary WTS then for every TOL formula 𝜑
and state 𝑠 we have thatM, 𝑠 |= 𝜑 iffM, 𝑠 |= (𝜑)𝑇 𝜇 .

5.3 TOL and TATL
Here, we compare our TOL with TATL [30]. We show that given a

TOL formula 𝜑 and aWTAA (M =WTS(A)) that satisfies it, there

is a Timed Concurrent Game Structure (TCGS)[14] that satisfies a

TATL translation of 𝜑 . First, define a rooted TOL as a pair ⟨M, 𝑠⟩
whereM is a WTS(A) and 𝑠 is one of its states. Given a natural

number 𝑛, let 𝑆≤𝑛 be the subset of 𝑆 × 2𝐸 defined by (𝑠, 𝐸) ∈ 𝑆≤𝑛
iff either 𝐸 = ∅ or each 𝑒 ∈ 𝐸 has 𝑠 as source and (∑𝑒∈𝐸𝑊 (𝑒)) ≤ 𝑛.
If ⟨M, 𝑠⟩ is a rooted TOL model and 𝑛 is a natural number, then

G𝑛
M = ⟨𝑄,𝑞𝑖 ,AP,Ag, 𝑋, 𝐼 , 𝑎𝑐𝑡𝐷 , 𝑎𝑐𝑡𝑇 , 𝑃, 𝛿,V⟩ is the TCGS, where:
(𝑎) 𝑄 = 𝑄𝐷 ∪𝑄𝑇 is a set of states, where 𝑄𝐷 = 𝑆 and 𝑄𝑇 = 𝑆≤𝑛 .
Moreover, 𝑞𝐼 = 𝑠 is the initial state. The set 𝑄𝐷 is the set of states

where is the Demon’s turn to move, while 𝑄𝑇 is the set of states

in which is the Traveler’s turn to move. (𝑏) AP is a set of atomic

formulas labeling states of M. (𝑐) is a set of clocks. (𝑑) is the
invariant of each state.(𝑒) Ag = {𝐷,𝑇 } where 𝐷 is the Demon and

𝑇 is the Traveler. (𝑓 ) The set of actions 𝑎𝑐𝑡𝐷 of the Demon is equal

to the set of subset of 𝑅 appearing in 𝑆≤𝑛 plus the idle action ★.

More precisely 𝑎𝑐𝑡𝐷 = {𝐸 ∈ 2𝑅 : ∃𝑞 ∈ 𝑆≤𝑛 ∧𝑞 = ⟨𝑠, 𝐸⟩} ∪ {★}. (𝑔)
The set of actions 𝑎𝑐𝑡𝑇 of the Traveler is 𝑅 ∪ {★}. We denote by

𝑎𝑐𝑡 = 𝑎𝑐𝑡𝐷 ∪𝑎𝑐𝑡𝑇 . (ℎ) The protocol function 𝑃 : 𝑄 ×Ag→ 2
𝑎𝑐𝑡 \ ∅

is defined as follows. For every 𝑞 ∈ 𝑄𝐷 , we have that 𝑃 (𝑞, 𝑖) is
equal to 𝑌𝑞 = {𝐸 ∈ 2𝑅 : ⟨𝑞, 𝐸⟩ ∈ 𝑆≤𝑛} if 𝑖 = 𝐷 , and {★} otherwise.
For every 𝑞 ∈ 𝑄𝑇 , we have that if 𝑞 = ⟨𝑠, 𝐸⟩ then 𝑃 (𝑞, 𝑖) is equal to
{𝑒 ∈ 𝑅 : 𝑒 ∉ 𝐸∧𝑠′ ∈ 𝑆} if 𝑖 = 𝑇 and it is equal to {★} otherwise. (𝑖)
The transition function 𝛿 : 𝑄 × (𝑎𝑐𝑡𝐷 ⊎R≥0) × (𝑎𝑐𝑡𝑇 ⊎R≥0) → 𝑄 is

defined as follows: 𝛿 (𝑞, 𝐸,★) = ⟨𝑞, 𝐸⟩ iff𝑞 ∈ 𝑄𝐷 and 𝛿 (𝑞, ⟨𝑠, 𝑠′⟩,★) =
𝑠′ iff 𝑞 = ⟨𝑠, 𝐸⟩ ∈ 𝑄𝑇 and ⟨𝑠, 𝑠′⟩ ∉ 𝐸. ( 𝑗) The labeling function

𝑉 : 𝑆 → 2
AP

is defined by 𝑉 (𝑞) = 𝐾 (𝑞) for any 𝑞 ∈ 𝑄𝐷 and

𝑉 (𝑞) = ∅ for any 𝑞 ∈ 𝑄𝑇 .
Note that given aM and a natural number 𝑛, the TCGS G𝑛

M
can have a number of states that is exponential in the number

of states ofM. Consider the function from TOL formulas to TATL

formulas, inductively defined by:

(⊤)A = ⊤
(𝑝)A = 𝑝

(𝜙)A = 𝜙

(¬𝜑)A = ¬(𝜑)A
(𝜑1 ∧ 𝜑2)A = (𝜑1)A ∧ (𝜑2)A
( 𝑗 .𝜑)A = 𝑗 .(𝜑)A
(⟨ 𝑛⟩(𝜑1 U𝜑2))A = ⟨⟨𝐷⟩⟩ (𝜑)A U (𝜓 )A
(⟨ 𝑛⟩(𝜑1 R𝜑2)))A= ⟨⟨𝐷⟩⟩ (𝜑)A R (𝜓 )A

Given a TCGS G𝑛
M as the one defined above, and a path 𝜌 of the

TCGS, we write 𝜌𝐷 for the subsequence of 𝜌 containing only states

that are in 𝑄𝐷 . If Δ is a TATL strategy and 𝑞 ∈ 𝑄𝐷 is a state,

then 𝑂𝑢𝑡𝐷 (𝑞,Δ) denotes the set of sequences {𝜌 ∈ 𝑄𝜔
𝐷

: 𝜌 =

𝜋𝐷 for some 𝜋 ∈ 𝑂𝑢𝑡 (𝑞,Δ)}.
Theorem 4. Let 𝜑 be any TOL formula that contains at most a

strategic operator ⟨ 𝑛⟩, we have thatM, 𝑠 |= 𝜑 iff G𝑛
M , 𝑠 |=𝐷 (𝜑)

A.

6 CASE STUDY
Based on the concepts of AG presented in Subsection 2.1, we would

like to check whether there are MTD response strategies to satisfy

some security objectives. To achieve this, we assume that: (1) The
defender always knows the AG state reached by the attacker (called

attacker current state). (2) At every moment, there is a unique at-

tacker current state in the AG. (3) When detecting the attacker

current state, the defender can activate a (or a subset of) MTD(s)

temporarily removing an (a subset of) outgoing edge(s). The de-

fender cannot remove edges that are not outgoing from the attacker

current state. (4) The sum of the costs associated to the subset of

deactivated is less than a given threshold. (5) When the attacker

launches an attack from its current state, if the corresponding edge

has not been removed by the defender, then the attack always suc-

ceeds (i.e. the attacker reaches the next state). (6)When the attacker

launches an attack from its current state, if the corresponding edge

has been removed by the defender, then the attack always fails

(i.e. the attacker stays in its current state). Consider the model in

Fig. 1. We can assume that when reaching state 𝑠1, 𝑠3, or 𝑠5 the

attacker has root privilege on a given critical server 𝑠 . In addition,

if the attacker completes attack steps 𝑎6 or 𝑎7 (that is, it reaches

state 𝑠5), then the defender will obtain information on the identity



of the attacker. Let 𝑎 be an atomic proposition that expresses the

fact that the identity of the attacker is known. Let 𝑟𝑠 be an atomic

proposition expressing the fact that the attacker has root privilege

on the server 𝑠 . We can express, via TOL formulas, the following

security objectives:

• The attacker will never be able to obtain root privileges on
server s unless the defender can obtain information about his
identity within 3 time units: that is, either we want the at-
tacker to never reach a state satisfying 𝑟𝑠 or if the attacker
reaches such a state, the defender wants to be able to iden-

tify it within 3 time units (𝑎). By using 𝑡1 as a variable,

the following TOL formula captures the objective: 𝜑1 :=

𝑗 .⟨ 𝑡1 ⟩G (𝑟𝑠 ∨ (𝑟𝑠 → ⟨ 𝑡1 ⟩F(j ≤ 3 ∧ 𝑎))).
• While the defender has not obtained information about the
attacker identity within 5 time units, the attacker has not root
privilege on the server 𝑠: that is, we want 𝑟𝑠 to be false until
we have identified the attacker (𝑎) within 5 time units, if

such an identification ever happens. Thus, by using 𝑡2 as a

variable for a given threshold, we can write our objective by

using the until connective: 𝜑2 := 𝑗 .⟨ 𝑡2 ⟩(¬𝑟𝑠 ∧ 𝑗 ≤ 5 U𝑎).
Suppose that 𝑡1 and 𝑡2 are respectively 3 and 4. LetM =WTS(A),

we have thatM, 𝑠0 |= 𝜑1∧𝜑2. To satisfy𝜑1 consider the 3-memoryless

strategy𝔖1 that associates {⟨𝑠1, 𝑠2⟩} to 𝑠1, {⟨𝑠3, 𝑠4⟩} to 𝑠3, and ∅ to
any other state ofM. Remark that for any path 𝜋 ∈ 𝑂𝑢𝑡 (𝑠0,𝔖1)
and any 𝑖 ∈ N we have thatM, 𝜋𝑖 |= 𝑟𝑠 iff 𝜋𝑖 ∈ {𝑠1, 𝑠3, 𝑠5}. Thus,
we must establish thatM satisfies ⟨ 3⟩F( 𝑗 ≤ 3 ∧ 𝑎) on 𝑠1 (resp.
𝑠3 and 𝑠5). To do so, we remark that 𝑂𝑢𝑡 (𝑠1,𝔖1) (resp. 𝑂𝑢𝑡 (𝑠3,𝔖1)
and 𝑂𝑢𝑡 (𝑠5,𝔖1)) only contains the path 𝑠1, 𝑠3, 𝑠

𝜔
5
(resp. 𝑠3, 𝑠

𝜔
5
and

𝑠𝜔
5
) and thatM, 𝑠5 |= 𝑎. Thus, we have obtained that there is a strat-

egy (i.e.𝔖1) such that for all 𝜋 ∈ 𝑂𝑢𝑡 (𝑠0,𝔖1) and all 𝑖 ∈ N either

M, 𝜋𝑖 |= ¬𝑟𝑠 or ifM, 𝜋𝑖 |= 𝑟𝑠 then there is a strategy (𝔖1 itself)

such thatM, 𝜌 𝑗 |= 𝑎 for some 𝑗 ≥ 1 and for all 𝜌 ∈ 𝑂𝑢𝑡 (𝜋𝑖 ,𝔖1), as
we wanted. Remark that if 𝑡1 < 3 then it is impossible to satisfy

𝜑1 inM at 𝑠0. For the specification 𝜑2 = 𝑗 .⟨ 4⟩(¬𝑟𝑠 ∧ 𝑗 ≤ 5U𝑎),
consider the 4-memoryless strategy 𝔖2 that associates {⟨𝑠0, 𝑠1⟩}
to 𝑠0, {⟨𝑠2, 𝑠1⟩, ⟨𝑠2, 𝑠3⟩} to 𝑠2, {⟨𝑠4, 𝑠3⟩} to 𝑠4 and ∅ to 𝑠5. The only
path in 𝑂𝑢𝑡 (𝑠0,𝔖★) is 𝑠0, 𝑠2, 𝑠4, 𝑠𝜔

5
and since 𝑠5 satisfies 𝑎 and all

the other 𝑠𝑖 do not satisfy 𝑟𝑠 we obtain the wanted result.
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Figure 1: AWTA from [18] where states 𝑠1, 𝑠3 and 𝑠5 represent
the attacker’s goals and blue states satisfy 𝑟𝑠 , red state satisfies
both 𝑎 and 𝑟𝑠 , and white states satisfy neither 𝑟𝑠 nor 𝑎.

7 RELATEDWORK
Several studies have explored the strategic capabilities of agents in

dynamic game models.

Untimed Games and Strategic Logics [7, 38, 52] some research

related to sabotage games have been introduced by van Benthem

with the aim of studying the computational complexity of a special

class of graph reachability problems in which an agent has the

ability to delete edges. To reason about sabotage games, van Ben-

them introduced Sabotage Modal Logic (SML). The model checking

problem for the sabotage modal logic is PSPACE-complete [38].

Our version of the games is not comparable to the sabotage games,

because we provide the possibility to temporarily select subsets of

edges, while in the sabotage games the saboteur can only delete

one edge at a time. In this respect, our work is related to [17],

where the authors use an extended version of sabotage modal logic,

called Subset Sabotage Modal Logic (SSML), which allows for the

deactivation of certain subsets of edges of a directed graph. The

authors show that the model checking problems for such logics are

decidable. Also, we recall that SSML is an extension of SML, but

does not include temporal operators and quantitative information

about the cost of edges, as we do. A Dynamic Escape Games (DEG)

[51] is a variant of weighted two-player turn-based reachability

games. In a DEG, an agent has the ability to inhibit edges. In [18]

have been introduced an untimed Obstruction Logic (OL) which

allows reasoning about two-player games played on a labeled and

weighted directed graph. ATL [3] and SCTL [6] are extensions of

CTL with the notion of strategic modality. These kinds of logics

are used to express properties of agents as their possible actions.

However, none of these logics includes quantitative information

about cost edges, real time and time operators like our TOL. Timed
Games and Strategic Logics [6, 24, 30, 33, 48] several research
works have focused on extending games and logics to the real-time

domain. The most established model in this respect is the Timed

Game Automata (TGA)[12, 24]. A TGA is a TA whose set of tran-

sitions is divided among the different players. At each step, each

player chooses one of her possible transitions, as well as some time

she wants to wait before firing her chosen transition. The logics ATL

and CTL has also been extended to TATL [30, 33] and STCTL [6], in

which formula clocks are used to express the time requirements. It

is exponentially decidable whether a TATL formula satisfies a TGA

[30]. However, in [6] was shown that STCTL is more expressive

than TATL and the model checking problem for STCTL with memo-

ryless perfect information is of the same complexity as for TCTL.

Model checking for TATLwith continuous semantics is undecidable

[6]. However, all these logics do not use dynamic models.

8 CONCLUSIONS
In this paper, we introduced TOL, a logic for reasoning about two-

player games with real-time goals, where one player can locally and

temporarily modify the timed game structure. We proved that its

model-checking problem is PSPACE-complete and demonstrated its

applicability to cybersecurity properties. For future work, we aim

to explore several extensions. One direction is to consider timed

games with multiple players, forming coalitions of travelers, similar

to how TATL relates to TCTL. Another is integrating probability

events to TOL. Lastly, we seek to introduce imperfect information,

though this is generally undecidable [23]. To address this, we could

approximate perfect information [8], use bounded memory [9], or

apply hybrid techniques [25, 26]. These avenues would enhance

the applicability of TOL to real-world problems.
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