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Logics and strategic reasoning play a central role in multi-agent systems. Logic can be used, for
instance, to express the agents’ abilities, knowledge, and objectives. Strategic reasoning refers to
algorithmic methods that allow for developing good behaviour for the agents of the system. At
the intersection, we find logics that can express the existence of strategies or equilibria, and can
be used to reason about them. The LAMAS&SR workshop merges two international workshops:
LAMAS (Logical Aspects of Multi-Agent Systems), which focuses on all kinds of logical aspects
of multi-agent systems from the perspectives of AI, computer science, and game theory, and SR
(Strategic Reasoning), devoted to all aspects of strategic reasoning in formal methods and AI.

LAMAS: The LAMAS workshop provides a meeting forum for the research community working
on various logical aspects of multi-agent systems from the perspectives of artificial intelligence,
computer science, and game theory. It addresses the whole range of issues that arise in the context
of using logic in multi-agent sytems, from theoretical foundations to algorithmic methods and
implemented tools. The workshop LAMAS has been regularly organised since 2002 and became
the main annual event of the LAMAS research network.

SR: Strategic reasoning is a key topic in the multi-agent systems research area. The extensive
literature in this field includes a number of logics used for reasoning about the strategic abilities of
the agents in the system, but spans also game theory, decision theory or epistemic logics to name
a few. The aim is to provide sound theoretical foundations and tools to tackle a variety of strategic
problems in formal methods and artificial intelligence involving agents in adversarial settings. The
SR workshop has been organised annually since 2013, often in co-location with the most important
conferences in formal methods and AI.

LAMAS&SR: Over the years the communities and research themes of both workshops got
closer and closer, with a significant overlap in the participants and organisers of both events. For
this reason, the next editions of LAMAS and SR will be unified under the same flag, formally
joining the two communities.
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Télécom Paris, Paris, France e-mail: vadim.malvone@telecom-paris.fr

1



Different Strokes in Randomised Strategies:
Revisiting Kuhn’s Theorem under Finite-memory

Assumptions (extended abstract)?

James C. A. Main and Mickael Randour

F.R.S.-FNRS & UMONS – Université de Mons, Belgium

Games on graphs. Games on (possibly stochastic) graphs have been studied
for decades, both for their own interest (e.g., [17, 14, 20]) and for their value as a
framework for reactive synthesis (e.g., [21, 25, 7, 3]). The core problem is almost
always to find optimal strategies for the players: strategies that guarantee winning
for Boolean winning conditions (e.g., [18, 29, 10, 8]), or strategies that achieve the
best possible payoff in quantitative contexts (e.g., [17, 5, 11]). In multi-objective
settings, one is interested in Pareto-optimal strategies (e.g., [13, 28, 26, 16]), but
the bottom line is the same: players are looking for strategies that guarantee the
best possible results.

In reactive synthesis, we model the interaction between a system and its
uncontrollable environment as a two-player antagonistic game, and we represent
the specification to ensure as a winning objective. An optimal strategy for the
system in this game then constitutes a formal blueprint for a controller to
implement in the real world [3].
Randomness in strategies. In essence, a pure strategy is simply a function
mapping histories (i.e., the past and present of a play) to an action.

Optimal strategies may require randomisation when dealing with inherently
probabilistic goals, balancing multiple objectives, or in contexts of partial infor-
mation: see, e.g., [12, 26, 16]. There are different ways of randomising strategies.
For instance, a mixed strategy is essentially a probability distribution over a set
of pure strategies. That is, the player randomly selects a pure strategy at the
beginning of the game and then follows it for the entirety of the play without
resorting to randomness ever again. By contrast, a behavioural strategy randomly
selects an action at each step: it thus maps histories to probability distributions
over actions.
Kuhn’s theorem. In full generality, these two definitions yield different classes
of strategies (e.g., [15] or [24, Chapter 11]). Nonetheless, Kuhn’s theorem [2]
proves their equivalence under a mild hypothesis: in games of perfect recall, for
any mixed strategy there is an equivalent behavioural strategy and vice versa. A
game is said to be of perfect recall for a given player if said player never forgets
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their previous knowledge and the actions they have played (i.e., they can observe
their own actions). Let us note that perfect recall and perfect information are
two different notions: perfect information is not required to have perfect recall.

Let us highlight that Kuhn’s theorem crucially relies on two elements. First,
mixed strategies can be distributions over an infinite set of pure strategies. Second,
strategies can use infinite memory, i.e., they are able to remember the past
completely, however long it might be. Indeed, consider a game in which a player
can choose one of two actions in each round. One could define a (memoryless)
behavioural strategy that selects one of the two actions by flipping a coin each
round. This strategy generates infinitely many sequences of actions, therefore
any equivalent mixed strategy needs the ability to randomise between infinitely
many different sequences, and thus, infinitely many pure strategies. Moreover,
infinitely many of these sequences require infinite memory to be generated (due
to their non-regularity).

Finite-memory strategies. From the point of view of reactive synthesis,
infinite-memory strategies, along with randomised ones relying on infinite sup-
ports, are undesirable for implementation. This is why a plethora of recent ad-
vances has focused on finite-memory strategies, usually represented as (a variation
on) Mealy machines, i.e., finite automata with outputs. See, e.g., [20, 13, 9, 16, 4, 6].
Randomisation can be implemented in these finite-memory strategies in different
ways: the initialisation, outputs or transitions can be randomised or deterministic
respectively.

Depending on which aspects are randomised, the expressiveness of the corre-
sponding class of finite-memory strategies differs: in a nutshell, Kuhn’s theorem
crumbles when restricting ourselves to finite memory. For instance, we show that
some finite-memory strategies with only randomised outputs (i.e., the natural
equivalent of behavioural strategies) cannot be emulated by finite-memory strate-
gies with only randomised initialisation (i.e., the natural equivalent of mixed
strategies). Similarly, it is known that some finite-memory strategies that are
encoded by Mealy machines using randomisation in all three components admit
no equivalent using randomisation only in outputs [1, 15].

Our contributions. The results mentioned in the following are presented in [22].
We consider two-player zero-sum stochastic games (e.g., [27, 14, 23, 6]), encompass-
ing two-player (deterministic) games and Markov decision processes as particular
subcases. We establish a Kuhn-like taxonomy of the classes of finite-memory
strategies obtained by varying which of the three aforementioned components
are randomised: we illustrate it in Figure 1.

Let us highlight a few elements. Naturally, the least expressive model cor-
responds to pure strategies. In contrast to what happens with infinite memory,
and as noted in the previous paragraph, we see that mixed strategies are strictly
less expressive than behavioural ones. We also observe that allowing randomness
both in initialisation and in outputs (RRD strategies) yields an even more ex-
pressive class — and incomparable to what is obtained by allowing randomness
in updates only. Finally, the most expressive class is obviously obtained when
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DRR = RRR = RDR

RRD

DDR

DRD (behavioural)

RDD (mixed)

DDD (pure)

Direct

Direct

Fig. 1. Lattice of strategy classes in terms of expressible probability distributions over
plays against all strategies of the other player. In the three-letter acronyms, the letters,
in order, refer to the initialisation, outputs and updates of the Mealy machines: D and
R respectively denote deterministic and randomised components.

allowing randomness in all components; yet it may be dropped in initialisation or
in outputs without reducing the expressiveness — but not in both simultaneously.

Constructions used to establish inclusions between classes of randomised
finite-memory strategies are effective. To show that any mixed strategy can be
emulated by a behavioural one, we derive an appropriate Mealy machine via an
adapted subset construction. To show that randomisation in the initialisation can
be dropped from the most expressive model without losing expressiveness, we add
a new initial state to the Mealy machine that emulates the initial distribution
and the choice of the first action. Finally, to show that removing randomisation
in the outputs in the most expressive model is not restrictive, we incorporate the
randomisation over actions in the randomised initialisation and updates of the
Mealy machine.

To compare the expressiveness of strategy classes, we consider outcome-
equivalence. Intuitively, two strategies are outcome-equivalent if, against any
strategy of the opponent, they yield identical probability distributions (i.e.,
they induce identical Markov chains). Hence we are agnostic with regard to
the objective, winning condition, payoff function, or preference relation of the
game, and with regard to how they are defined (e.g., colours on actions, states,
transitions, etc).

Finally, let us note that in our setting of two-player stochastic games, the
perfect recall hypothesis holds. Most importantly, we assume that actions are
visible. Lifting this hypothesis drastically changes the relationships between the
different models. We note that our results hold in games of imperfect information
too, assuming visible actions, and that our results hold in games with more than
two players.
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Abstract. Reactive synthesis holds the promise of automatically gener-
ating a verifiably correct program from a high-level specification. In this
work, we focus on reactive synthesis problems of Linear Temporal Logic
on finite traces (ltlf ) and present an evolving journey. We first present
the advances in ltlf synthesis. Then we show that when concerning en-
vironment specifications expressed in ltl, we can practically diminish
the difficulty of the challenging problem of ltl synthesis and keep the
simplicity of ltlf synthesis in interesting cases.

1 Introduction

Reactive synthesis promises to automatically generate a verifiably correct pro-
gram from a high-level specification [18]. A popular such specification language
is Linear Temporal Logic (ltl) [17]. Unfortunately, synthesizing programs from
general LTL formulas, which rely on first constructing a game arena and then
solving the game, remains challenging [13, 16]. Nevertheless, the synthesis prob-
lem of a finite trace variant of ltl, which is ltlf [14], has shown to be much
simpler than ltl synthesis [12]. The key idea is that synthesizing ltlf formulas
only involves games on finite traces instead of infinite traces as for ltl, though
both problems share the same worst-case complexity of 2EXPTIME-complete.

In this paper, we will review an evolving journey motivated by this idea. We
start from an attempt to devise a symbolic ltlf synthesis framework [22], which
consists of a backward reachability game on the constructed Deterministic Finite
Automaton (DFA) of the corresponding ltlf formula and has demonstrated its
significant efficiency in various application scenarios. Then, the journey evolves
into a forward ltlf synthesis technique that synthesizes a strategy while con-
structing the DFA, thus being possible to avoid the 2EXPTIME worst-case com-
plexity [19, 11]. Next, we study ltlf synthesis under environment specifications,
which are constraints on the environment that rule out certain environment
behaviours [1, 6]. A key observation is that even if we consider an agent with
ltlf tasks on finite traces, environment specifications need to be expressed over
infinite traces since accomplishing the agent tasks may require an unbounded
number of environment actions [1, 6]. While a naive solution to ltlf synthesis
under environment specifications expressed in ltl would be reducing the prob-
lem to ltl synthesis, which remains challenging [1, 6], we show in this paper
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that we can avoid the detour to ltl synthesis and keep the simplicity of ltlf
synthesis in interesting cases. More specifically, we consider the following cer-
tain environment specifications: safety [7], simple fairness and stability [20], and
Generalized-Reactivity(1) (GR(1)) [8]. Furthermore, we show that even when
the environment specifications are expressed in general ltl, we can still par-
tially avoid the full detour to ltl synthesis [9].

2 ltlf Synthesis

Reactive synthesis can be viewed as a game between the environment and the
agent, contrasting each other by controlling two disjoint sets of variables X and
Y, respectively. Reactive synthesis aims to synthesize an agent strategy such
that no matter how the environment behaves, the combined trace from two
players satisfies desired properties [18]. An environment strategy is a function
γ : (2Y)+ → 2X , and an agent strategy is a function σ : (2X )∗ → 2Y . A
trace π = (X0 ∪ Y0)(X1 ∪ Y1) · · · ∈ (2X∪Y)ω, is compatible with an environment
strategy γ if γ(Y0Y1 . . . Yi) = Xi for every i ≥ 0. A trace π being compatible with
an agent strategy σ is defined analogously. Sometimes, we write σ(πk) instead
of σ(X0X1 · · ·Xk) for simplicity. We denote the unique infinite sequence that
is compatible with γ and σ as π(σ, γ). The synthesis problem for an agent task
specified as an ltlf formula φ is to find an agent strategy σ : (2X )∗ → 2Y such
that for every environment strategy γ : (2Y)+ → 2X , there exists k ≥ 0, chosen
by the agent, such that the finite trace π(σ, γ)k |= φ i.e., φ is agent realizable.
One can solve ltlf synthesis by translating φ to an ltl formula ψ and then
solving ltl synthesis on ψ [22].

Backward ltlf Synthesis. The first solution to ltlf synthesis problem was
based on a reduction to reachability game [12], which proceeds as follows: build
the corresponding DFA of the agent task φ, solve the reachability game over it,
and hence return the winning strategy for the agent. However, the size of the
constructed DFA can be, in the worst case, doubly-exponential in the size of
the formula. To combat this difficulty, we proposed a symbolic ltlf synthesis
framework representing the DFA as Boolean formulas [22] using Binary Decision
Diagrams (BDDs) [5]. This synthesis framework has shown outperformance com-
pared to the explicit approach described in [12] and the solution of reducing to
ltl synthesis. Furthermore, it also has been integrated into state-of-the-art ltlf
synthesizers, e.g., Lisa [3] and Lydia [10]. The main difficulty of this synthesis
framework is that it requires computing the entire DFA of the ltlf specification,
hence cannot avoid the worst-case 2EXPTIME blowup.

Forward ltlf Synthesis. To combat the worst-case 2EXPTIME blowup, we
investigated ltlf forward synthesis adopting an AND-OR graph search that can
create on-the-fly the DFA corresponding to the ltlf specification [19, 11]. This
technique exploits formula progression to build directly deterministic transitions
from a current state. Crucially, in [11] we exploit the structure that formula
progression provides to branch on propositional formulas (representing several
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evaluations) instead of individual evaluations as in [19]. This drastically reduces
the branching factor of the AND-OR graph to be searched.

3 ltlf Synthesis Under Environment Specifications

In standard synthesis, the agent assumes the environment to be free to choose an
arbitrary move at each step, but in reality, often the agent has some knowledge
of how the environment works, which it can exploit to enforce the goal, specified
as an ltlf formula φ. Here, we specify the environment behavior by an ltl
formula env and call it environment specification [1]. Given an ltl formula env,
we say that an agent strategy (resp. environment strategy) enforces φ, written
σ � env (resp., γ � env), if for every environment strategy γ (resp. agent strategy
σ), we have π(σ, γ) |= φ. This ltl formula env, in particular, specifies the set of
environment strategies that enforces env. As usual, we require that env must be
environment realizable, i.e., the set of environment strategies that enforce env is
nonempty. The problem of synthesis under environment specifications is to find
an agent strategy σ such that ∀γ � env, trace(σ, γ)k |= φ for some k ∈ N .

In the following, we present the solutions of ltlf synthesis under ltl envi-
ronment specifications for certain types of environment specifications.
Safety Environment Specifications. Intuitively, a safety property excludes
traces whose “badness” follows from a finite prefix. One can write a safety en-
vironment specification either with Safety ltl, a syntactic fragment of ltl or
ltlf in all prefix semantics, for more details of which, we refer to [21, 2] and [8],
respectively. To solve the problem, we can first translate the safety environment
specification env into a Deterministic Safety Automaton (DSA) S [21] and solve
a safety game for the environment on S. By restricting S to the environment
winning region, we can obtain all the environment strategies that can enforce
env. Finally, we need to solve the reachability game over the product of the
corresponding DFA of ltlf formula φ and the restricted part of the DSA S [7],
thus obtaining an agent winning strategy if there exists one.
Fairness and Stability Environment Specifications. We consider two dif-
ferent basic forms of environment specifications: a basic form of fairness 23α
(always eventually α) and a basic form of stability 32α. The key idea of solv-
ing such problems is integrating the environment specification as the winning
condition of the reduced game between the environment and the agent [20]. We
can solve the problem as follows. First, translate the ltlf formula φ into a
DFA D. Then, in case of fairness environment specifications, solve the fair DFA
game on D, in which the environment (resp. the agent) winning condition is
to remain in a region (resp., to avoid the region), where α holds infinitely of-
ten. Meanwhile, the accepting states are forever avoidable by applying a nested
fixed-point computation on D. Analogous solution techniques apply to the case
of stability environment specifications.
Generalized-Reactivity(1) Specifications. There have been great successes
with ltl synthesis on the GR(1) [4] approach: focusing on a significant syntactic
fragment of ltl that uses safety conditions to determine the possible transitions
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in a game between the environment and the agent, plus one powerful notion of
fairness. We brought it together with the successes on ltlf synthesis, devising
an approach to solve ltlf synthesis of agent task φ under GR(1) environment
specification envgr1 [8]. In more detail, we first observe that the agent’s goal is to
satisfy ¬envgr1∨φ, while the environment’s goal is to satisfy envgr1∧¬φ. Then,
focusing on the environment point of view, we show that the problem of ltlf
synthesis under GR(1) environment specification can be reduced into a GR(1)
game, in which the game arena is the complement of the DFA for φ, i.e., a DSA
expressing safety conditions, and envgr1 is the GR(1) winning condition. Since
we want a winning strategy for the agent, we need to deal with the complement
of the GR(1) game to obtain a winning strategy for the antagonist.

General LTL Environment Specifications. Regarding ltlf synthesis with
general ltl environment specifications, dealing with ltl synthesis seems to be
unavoidable. Nevertheless, we developed a two-stage technique that maximizes
the simplicity of ltlf synthesis and mitigates the difficulty of ltl synthesis [9].
Intuitively, the two-stage technique first solely deals with the agent task, ltlf
formula φ, and thus confines the difficulty of handling the ltl environment
specification env to the bare minimum in the second stage. In detail, the two-
stage techniques proceed as follows: (i) Build the DFA D of φ and solve the
reachability game for the agent over D. If the agent has a winning strategy σ
in D then the algorithm returns σ. Otherwise, continue to Stage 2. (ii) Perform
the following steps: (ii.a) Remove from D the agent winning region, obtaining
D′; (ii.b) Build the Deterministic Parity Automaton (DPA) P of env and get
the product of D′ and P , obtaining a new DPA A = D′×P , and solve the parity
game for the environment over A; (ii.c) If the agent has a winning strategy in
A, then the synthesis problem is realizable and hence returns the agent winning
strategy as a combination of the agent winning strategies in the two stages.

4 Conclusion

Reactive synthesis on ltlf has been an exciting research problem. Our work on
this problem spans from standard ltlf synthesis to synthesis concerning envi-
ronment specifications with efficient solution techniques. In the future, we would
like to consider environment specifications expressed in different languages, e.g.,
PDDL [15], a popular specification language in planning.
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Abstract. Probabilistic judgment aggregation is concerned with aggre-
gating judgments about probabilities of logically related issues. It takes
as input imprecise probabilistic judgments over the issues given by a
group of agents and defines rules of aggregating the individual judg-
ments into a collective opinion representative for the group. The process
of aggregation can be subject to constraints, i.e., aggregation rules can
be required to satisfy certain properties. We explore how probabilistic
independence constraints can be incorporated into the aggregation pro-
cess.
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1 Introduction

Judgment aggregation (JA) is concerned with aggregating judgments about the
truth of logically related statements [10, 5]. Consider the following example of a
discursive dilemma: A committee of three academics is deciding on whether to
award tenure to a candidate based on excellence in research (r), teaching (t),
and service (s). As we can see in the table below, using the majority aggregation
rule gives an inconsistent outcome. Suppose that, instead of judging categorically

r t s r ∧ t ∧ s
A1 true false true false
A2 false true true false
A3 true true false false

maj true true true →true ↓false

on the candidate performing well in research, teaching, service, and tenure, the
committee members express their beliefs over {r, t, s, r ∧ t ∧ s} as numbers from
the [0, 1] interval, and the aggregation is done by a threshold majority rule. This
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not only offers a more flexible representation framework, but also increases the
possibilities for consistent aggregation. The probabilistic judgment aggregation
we introduce in [8] takes this a step further and allows for imprecise probabilities
over the issues. In [8] we define several classes of aggregators and properties that
they might satisfy.

The case of mutually exclusive and exhaustive set of issues and precise proba-
bilities, reduces to opinion pooling [3]. An impossibility result in opinion pooling
states that the only aggregation rules that satisfy some basic desirable properties
are the linear pools. However, linear pools do not in general preserve probabilistic
independence of events. It is not hard to imagine that the committee members’
assumptions about a candidate’s abilities in research influence those in teaching
and vice versa. A committee member might think that the candidate that per-
forms well in research can not possibly do well in teaching due to lack of time
and focus; or that bad teaching performance indicates poor research abilities as
well; or that these two abilities are independent on each other. We are interested
in representing the opinions about conditional independencies among the issues
and incorporating them into the aggregation process.

2 Probabilistic judgement aggregation framework

We use the framework introduced in [8] and modified in [9]. Let L be a set of
propositional logic formulas. An agenda is a finite set of issues Φ ⊂ L,

Φ = {φ1, . . . , φm} , (1)

where φi, i = 1, . . . ,m, is neither a tautology nor a contradiction. We call Φ∪ =
Φ ∪ {¬φ | φ ∈ Φ} the extended agenda of Φ. A likelihood judgement on the
issue φ ∈ Φ∪ is a simple likelihood formula of the type ℓ(φ) ≥ a, where a ∈
[0, 1], expressing that the likelihood (interpreted as probability in this paper)
of the statement φ being true is at least a. This formula is an instance of the
logic of likelihood (see [4] and [6]), the language of which consists of Boolean
combinations of linear likelihood formulas of the type

a1ℓ(φ1) + . . .+ amℓ(φm) ≥ b , (2)

where ai, b are real numbers, and φi are pure propositional formulas.3 The se-
mantics is provided by probability spaces, where ℓ(φ) is interpreted as the prob-
ability of the event (set of worlds) where φ is true. In [4], the authors provide
a sound and complete axiomatic system which is a combination of axioms for
propositional reasoning, reasoning about inequalities, and probability axioms.

We model the information sources as sets of likelihood judgements on Φ∪.
Given a set of n agents N = {1, . . . , n}, n ≥ 2, a likelihood profile is the tuple
P̂ = (Ĵ1, . . . , Ĵn), where Ĵk is the set of likelihood judgements of the agent k ∈ N :

Ĵk = {ℓ(φ) ≥ ak(φ) | φ ∈ Φ∪} , (3)

3 Expressions with other inequalities or equality can be defined as abbreviations.
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where ak(φ) ∈ [0, 1] are called the judgement coefficients of the k-th agent.
Each agent provides judgment coefficients (probability lower bounds) for both
an issue φ and its negation which, in accordance with the probability axioms,
provides a likelihood interval for the issue. In the cases where ak(φ)+ak(¬φ) = 1,
these intervals collapse into a point, i.e., we obtain precise likelihood judgments.
Abstention on φ can be modelled by taking ak(φ) ≥ 0 and ak(¬φ) ≥ 0.

A probabilistic judgement set Ĵ is rational if it is consistent (as a set of for-
mulas in the logic of likelihood) and final (it does not imply stronger judgments,
i.e., narrower likelihood intervals, than the ones it contains. The full details about
the probabilistic JA framework can be found in [9].

3 Conditional independence constraints

Conditional probability can be expressed in the logic of likelihood: ℓ(φ|ψ) ≥ a as
an abbreviation of ℓ(φ ∧ ψ)− aℓ(ψ) ≥ 0. However, as noticed in [6], probabilis-
tic independence is not expressible in this logic since it requires multiplication
of likelihood terms. One can extend the logic by defining polynomial likelihood
formulas, or by adding conditional independence statements directly in the lan-
guage. We choose to do the latter, as a more intuitive way of expression that is
also compatible with probabilistic graphical models like Bayesian networks.

Definition 1. Given an alphabet L, a conditional independence (CI) statement
is a formula of the form

I(α, β|γ), (4)

where α, β, and γ are pure propositional formulas. We read it as: ”The likelihood
of α is independent of the truth of β if γ is true.” If γ = ⊤, the independence is
unconditional and we denote it by I(α, β).

In a given probability space, the statement (4) is interpreted through condi-
tional independence of events. The following theorem is a direct consequence of
this interpretation.

Theorem 1. Let α, β, β1, β2, and γ be propositions over a language L. Then:
(CI1) If I(α, β|γ), then I(β, α|γ),
(CI2) I(α,⊤|γ),
(CI3) If I(α, β|γ), then I(α,¬β|γ),
(CI4) If β1 ∧ β2 = ⊥, I(α, β1|γ), and I(α, β2|γ), then I(α, β1 ∨ β2|γ),
(CI5) I(α, β|γ) iff I(α, β ∧ γ|γ).

Using the theorem, we can prove that independence of logically related issues
is only possible in the special case when the issues are either true or false.

Proposition 1. Let α and β be two logically related issues. (There are truth
value assignments of α and β that cannot co-exist.) Then I(α, β|γ) iff ℓ(α|γ) = a
or ℓ(β|γ) = b, where a, b ∈ {0, 1}.
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Given an alphabet L and an agenda Φ, we will call the elements of L∩Φ ba-
sic issues, and the rest of the elements of Φ we call composite issues. As noticed
in [2], it is more intuitive to assume that the agents will have an opinion about
probabilistic independence of the basic issues. This is partly supported by the
above theorem and proposition. Hence, we can limit ourselves to only represent-
ing probabilistic independence judgments over the basic issues in the agenda.
An exception can be made in the conditioning proposition γ in (4) if we, for
example, want to represent context-specific independence, i.e., situations where
only one of I(α, β|γ) and I(α, β|¬γ) holds. For example, we might think that,
given that the candidate is good in research, the probability of good teaching
performance is independent of good community service, I(t, s|r). However, if we
know that the research is not good, then knowing the status of teaching might
change the probability of good service, i.e., I(t, s|¬r) is not the case.

We suggest including judgments about probabilistic independence in the form
of (conditional) independence statements either as: 1. part of the judgment pro-
file, i.e., independence statements given by each agent in addition to its likelihood
judgments; or as 2. aggregation constraints imposed by an agenda setter. In the
first case, the CI statements of each agent should be consistent with its likeli-
hood statements (as an additional rationality requirement of the profile) and they
should be prioritized in the aggregation process: The collective CI statements
are derived first, then the likelihood judgments are updated accordingly, after
which they are aggregated. In the second case, the aggregated CI statements are
applied on the aggregated likelihoods only.

In order to update the likelihoods, similarly as in [7], we introduce the fol-
lowing axiom that connects independence and likelihood formulas:

(LCI) From I(α, β|γ) and ℓ(α|γ) ≥ (≤)a, it follows ℓ(α|β ∧ γ) ≥ (≤)a.

The above axiom together with the other axioms of the logic of likelihood is
used for updating either the individual or the collective likelihood judgements.

4 Conclusions and related work

We introduce a way of representing opinions about probabilistic independence of
events in the probabilistic JA profiles. We suggest methods of aggregation that
prioritize the qualitative information about conditional independence over the
quantitative information about likelihoods of statements, as a more reliable one.

Bradley et al. [1] consider aggregating probabilistic judgments expressed as
causal Bayesian networks. The aggregation is done by first aggregating the in-
dividual graphs into a single one, then refactoring the individual probability
distributions according to the resulting graph, and at last aggregating the re-
spective conditional probability distributions. It is possible to follow their ideas
in order to aggregate the CI information. The axiomatic approach, however,
provides the possibility for representing context-specific independences as well.
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Abstract. In this paper, we study ltlf synthesis under environment
specifications for arbitrary reachability and safety properties. We con-
sider both kinds of properties for both agent tasks and environment
specifications, providing a complete landscape of synthesis algorithms.
For each case, we devise a specific algorithm (optimal wrt complexity of
the problem) and prove its correctness. All these algorithms adopt some
common building blocks, though combining them in different ways. While
some cases are already studied in literature others are studied here for
the first time.

1 Introduction

Synthesis under environment specifications consists of synthesizing an agent
strategy (aka plan or program) that realizes a given task against all possible
environment responses (i.e., environment strategies). The agent has some indi-
rect knowledge of the possible environment strategies through an environment
specification, and it will use such knowledge to its advantage when synthesizing
its strategy [1,2,14]. This problem is tightly related to planning in adversarial
nondeterministic domains [11], as discussed, e.g., in [3,8].

In this paper, we study synthesis under environment specifications, consid-
ering both agent task specifications and environment specifications expressed in
Linear Temporal Logic on finite traces (ltlf ). These are logics that look at fi-
nite traces or finite prefixes of infinite traces. For concreteness, we focus on ltlf
[9,10], but the techniques presented here extend immediately to other temporal
logics on finite traces, such as Linear Dynamic Logics on finite traces, which is
more expressive than ltlf [9], and Pure-Past ltl, which has the same expres-
siveness as ltl but evaluates a trace backward from the current instant towards
the initial instant [4].
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Linear temporal logics on finite traces provide a nice embodiment of the
notable triangle among Logics, Automata, and Games [12]. These logics are
full-fledged logics with high expressiveness over finite traces, and they can be
translated into classical regular finite state automata; moreover, they can be
further converted into deterministic finite state automata (dfas). This transfor-
mation yields a game represented on a graph. In this game, one can analyze
scenarios where the objective is to reach certain final states. Finally, despite
the fact that producing a dfa corresponding to an ltlf formula can require
double-exponential time, the algorithms involved — generating alternating au-
tomata (linear), getting the nondeterministic one (exponential), determinizing
it (exponential), playing games (poly) — are particularly well-behaved from the
practical computational point of view [15,16,20].

In this paper, however, we consider ltlf specifications in two contexts which
we denote as

∃φ and ∀φ with φ an arbitrary ltlf formula
The first one specifies a reachability property: there exists a finite prefix π<k

of an infinite trace π such that π<k |= φ. This is the classical use of ltlf to
specify synthesis tasks [10]. The second one specifies a safety property: every
finite prefix π<k of an infinite trace π is such that π<k |= φ. This is the classical
use of ltlf to specify environment behaviours [1,6]. The formulas ∀φ and ∃φ with
φ in ltlf capture exactly two well-known classes of ltl properties in Manna
and Pnueli’s Temporal Hierarchy [13]. Specifically, ∃φ captures the co-safety
properties and ∀φ captures the safety properties (in [13], expressed respectively
as ♢ψ and □ψ with ψ an arbitrary Pure-Past ltl formulas, which consider only
past operators.)

We let Env and Task denote an environment specification and a task specifica-
tion, respectively, consisting of a safety (∀φ) and/or reachability property (∃φ).
This gives rise to 12 possible cases: 3 without any environment specifications,
3 with safety environment specifications (∀φ), 3 with reachability environment
specifications (∃φ), and 3 with both safety and reachability environment speci-
fications (∃φ∧∀φ). For each of these, we provide an algorithm, which is optimal
wrt the complexity of the problem, and prove its correctness. When the problem
was already solved in literature, we give appropriate references (e.g., Task = ∃φ
and Env = true is classical ltlf synthesis, solved in [10]). In fact, we handle all
the cases involving reachability in the environment specifications by providing
a novel algorithm that solves the most general case of Env = ∃φ1 ∧ ∀φ2 and
Task = ∃φ3 ∧ ∀φ4.5

All these algorithms use the same common building blocks, though combin-
ing them in different ways: the construction of the dfas of the ltlf formulas,
Cartesian products of such dfas, consider these dfas as the game arena and
play games for reachability/safety objectives. Also, all these problems have a
2EXPTIME-complete complexity. The hardness comes from ltlf synthesis [10],
and the membership comes from the ltlf -to-dfa construction, which domi-

5 In fact, this algorithm can solve all cases, but it’s much more involved compared to
the direct algorithms we provide for each case.
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nates the complexity since computing the Cartesian products and solving reach-
ability/safety games is polynomial.6 Towards the actual application of our al-
gorithms, we observe that although the dfas of ltlf formulas are worst-case
double-exponential, there is empirical evidence showing that the determinization
of nfa, which causes one of the two exponential blow-ups, is often polynomial
in the nfa [16,20]. Moreover, in several notable cases, e.g., in all DECLARE
patterns [17], the dfas are polynomial in the ltlf formulas, and so are our
algorithms.

It is worth noting that all the cases studied here are specific Boolean com-
binations of ∃φ and ∀ϕ. It is of interest to indeed devise algorithms to handle
arbitrary Boolean combinations. Indeed, considering that ltlf is expressively
equivalent to pure-past ltl, an arbitrary Boolean combination of ∃φ and ∀ϕ
would correspond to a precise class of ltl properties in Manna & Pnueli’s Tem-
poral Hierarchy [13]: the so-called obligation properties. We leave this interesting
research direction for future work.

2 Problem Description

Reactive Synthesis. Reactive Synthesis (aka Church’s Synthesis) is the problem of
turning a specification of an agent’s task and of its environment into a strategy
(aka policy). This strategy can be employed by the agent to achieve its task,
regardless of how the environment behaves. In this framework, the agent and the
environment are considered players in a turn-based game, in which players move
by picking an evaluation of the propositions they control. Thus, we partition
the set Prop of propositions into two disjoint sets of propositions X and Y, and
with a little abuse of notation, we denote such a partition as Prop = Y ∪ X .
Intuitively, the propositions in X are controlled by the environment, and those
in Y are controlled by the agent. In this work (in contrast to the usual setting
of reactive synthesis), the agent moves first. The agent moves by selecting an
element of 2Y , and the environment responds by selecting an element of 2X . This
is repeated forever, and results in an infinite trace (aka play).

An agent strategy is a function σag : (2X )∗ → 2Y . An environment strategy is
a function σenv : (2Y)+ → 2X . A strategy σ is finite-state (aka finite-memory) if
it can be represented as a finite-state input/output automaton that, on reading
an element h of the domain of σ, outputs the action σ(h). A trace π = (Y0 ∪
X0)(Y1 ∪ X1) . . . ∈ (2Y∪X )ω follows an agent strategy σag : (2X )∗ → 2Y if
Y0 = σag(ϵ) and Yi+1 = σag(X0X1 . . . Xi) for every i ≥ 0, and it follows an
environment strategy σenv if Xi = σenv(Y0Y1 . . . Yi) for all i ≥ 0. We denote
the unique infinite sequence (play) that follows σag and σenv as play(σag, σenv).
Let P be a property over the alphabet Σ = 2Prop , specified by formula or da.
An agent strategy σag (resp., environment strategy σenv) enforces P if for every
environment strategy σenv (resp., agent strategy σag), we have that play(σag, σenv)
is in P . In this case, we write σag ▷ P (resp. σenv ▷ P ). We say that P is agent
6 For pure-past ltl, obtaining the dfa from a pure-past ltl formula is single exponen-

tial [4], and indeed the problems and all our algorithms become EXPTIME-complete.
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(resp., environment) realizable if there is an agent (resp. environment) strategy
that enforces P .

Synthesis under Environment Specifications. Typically, an agent has some
knowledge of how the environment works, represented as a fully observable model
of the environment, which it can exploit to enforce its task [2]. Formally, let Env
and Task be properties over alphabet Σ = 2Prop , denoting the environment
specification and the agent task, respectively.

Note that while the agent task Task denotes the set of desirable traces from
the agent’s perspective, the environment specification Env denotes the set of en-
vironment strategies that describe how the environment reacts to the agent’s
actions (no matter what the agent does) in order to enforce Env. Specifically,
Env is treated as a set of traces when we reduce the problem of synthesis under
environment specification to standard reactive synthesis. We require a consis-
tency condition of Env, i.e., there must exist at least one environment strategy
that enforces Env.

An agent strategy σag enforces Task under the environment specification Env,
written σag ▷Env Task, if for all σenv ▷ Env we have that play(σag, σenv) |= Task.
Note that if Env = true then this just says that σag enforces Task.

In [2] is shown that for any linear-time property, synthesis under environment
specifications can be reduced to synthesis without environment specifications.
Thus, in order to show that Task is realizable under Env it is sufficient to show
that Env→Task is realizable. Moreover, to solve the synthesis problem for Task
under Env, it is enough to return a strategy that enforces Env→ Task.

In this work, we provide a landscape of algorithms for ltlf synthesis con-
sidering reachability and safety properties for both agent tasks and environment
specifications. However, these synthesis problems are complex and challenging
due to the combination of reachability and safety properties. To tackle this issue,
one possible approach is to reduce ltlf synthesis problems to ltl synthesis prob-
lems through suitable translations, e.g., [5,7,18,19]. However, there is currently
no methodology for performing such translations when considering combinations
of reachability and safety properties.

Additionally, synthesis algorithms for ltl specifications are generally more
challenging than those for ltlf specifications, both theoretically and practi-
cally [6,7,18,19]. In this work, we show that for certain combinations, we can
avoid the detour to ltl synthesis and keep the simplicity of ltlf synthesis.
Specifically, we consider that Task and Env take the following forms:

∃φ1,∀φ1,∃φ1 ∧ ∀φ2 where the φi are ltlf formulas,

and in addition we consider the case of no environment specification (formally,
Env = true). This results in 12 combinations. The algorithms developed in this
work optimally solve all the combinations.



ltlf Synthesis Under Env. for Reach. and Safe. Properties 5

References

1. Benjamin Aminof, Giuseppe De Giacomo, Aniello Murano, and Sasha Rubin. Plan-
ning and synthesis under assumptions. CoRR, 2018.

2. Benjamin Aminof, Giuseppe De Giacomo, Aniello Murano, and Sasha Rubin. Plan-
ning under LTL environment specifications. In ICAPS, pages 31–39, 2019.

3. Alberto Camacho, Meghyn Bienvenu, and Sheila A. McIlraith. Towards a unified
view of AI planning and reactive synthesis. In ICAPS, pages 58–67, 2019.

4. Giuseppe De Giacomo, Antonio Di Stasio, Francesco Fuggitti, and Sasha Rubin.
Pure-past linear temporal and dynamic logic on finite traces. In IJCAI, pages
4959–4965, 2020.

5. Giuseppe De Giacomo, Antonio Di Stasio, Giuseppe Perelli, and Shufang Zhu.
Synthesis with mandatory stop actions. In KR, pages 237–246, 2021.

6. Giuseppe De Giacomo, Antonio Di Stasio, Luca M. Tabajara, Moshe Y. Vardi,
and Shufang Zhu. Finite-trace and generalized-reactivity specifications in temporal
synthesis. In IJCAI, pages 1852–1858, 2021.

7. Giuseppe De Giacomo, Antonio Di Stasio, Moshe Y. Vardi, and Shufang Zhu. Two-
stage technique for LTLf synthesis under LTL assumptions. In KR, pages 304–314,
2020.

8. Giuseppe De Giacomo and Sasha Rubin. Automata-theoretic foundations of FOND
planning for LTLf and LDLf goals. In IJCAI, pages 4729–4735, 2018.

9. Giuseppe De Giacomo and Moshe Y. Vardi. Linear Temporal Logic and Linear
Dynamic Logic on Finite Traces. In IJCAI, pages 854–860, 2013.

10. Giuseppe De Giacomo and Moshe Y. Vardi. Synthesis for LTL and LDL on Finite
Traces. In IJCAI, pages 1558–1564, 2015.

11. Hector Geffner and Blai Bonet. A Coincise Introduction to Models and Methods
for Automated Planning. Morgan&Claypool, 2013.

12. Erich Grädel, Wolfgang Thomas, and Thomas Wilke, editors. Automata, Logics,
and Infinite Games: A Guide to Current Research [outcome of a Dagstuhl seminar,
February 2001], volume 2500 of Lecture Notes in Computer Science. Springer, 2002.

13. Zohar Manna and Amir Pnueli. A hierarchy of temporal properties. In PODC,
pages 377–410, 1990.

14. Amir Pnueli and Roni Rosner. On the Synthesis of a Reactive Module. In POPL,
pages 179–190, 1989.

15. Lucas M. Tabajara and Moshe Y. Vardi. Ltlf synthesis under partial observability:
From theory to practice. In GandALF, volume 326 of EPTCS, pages 1–17, 2020.

16. Deian Tabakov and Moshe Y. Vardi. Experimental evaluation of classical automata
constructions. In LPAR, volume 3835 of Lecture Notes in Computer Science, pages
396–411, 2005.

17. Michael Westergaard. Better algorithms for analyzing and enacting declarative
workflow languages using LTL. In BPM, volume 6896 of Lecture Notes in Computer
Science, pages 83–98, 2011.

18. Shufang Zhu, Giuseppe De Giacomo, Geguang Pu, and Moshe Y. Vardi. LTLf

synthesis with fairness and stability assumptions. In AAAI, pages 3088–3095,
2020.

19. Shufang Zhu, Lucas M. Tabajara, Jianwen Li, Geguang Pu, and Moshe Y. Vardi.
Symbolic LTLf Synthesis. In IJCAI, pages 1362–1369, 2017.

20. Shufang Zhu, Lucas M. Tabajara, Geguang Pu, and Moshe Y. Vardi. On the
power of automata minimization in temporal synthesis. In GandALF, volume 346
of EPTCS, pages 117–134, 2021.



Reasoning about Exceeding Risk Threshold⋆

Maksim Gladyshev, Natasha Alechina, Mehdi Dastani, and Dragan Doder

Utrecht University, Utrecht, The Netherlands
{m.gladyshev, n.a.alechina, m.m.dastani, d.doder}@uu.nl

Abstract. The problem of tracing the responsibility for unsafe out-
comes to decision-making actors in multi-agent systems is urgent. While
all existing approaches focus on deterministic outcomes, assuming that
(a group of) agents can be held responsible for φ only if φ actually hap-
pens and agents could act differently to prevent φ, we find this notion
of responsibility insufficient in many scenarios. In this work we combine
coalition ability operator [G] from [12] with a probabilistic operator Lα

from [5] that allow us to reason about probabilities and their changes.
This approach allows us to claim that a group of agents can be held
responsible for the unsafe outcome even if this outcome does not actu-
ally happen, but the group has caused its probability to be increased
to an (unacceptably) high level. The proposed logic could be useful for
analysing and assigning responsibility to groups of agents for their risky
and unsafe behaviors. Finally, we establish (weak) completeness and de-
cidability results for the proposed logic.

Keywords: Risk · Probabilistic Logic · Coalition Logic.

1 Introduction

Safety of AI systems is a well-recognised and important concern. In multi-agent
settings, where autonomous agents interact in complex ways, it is important to
not only be able to determine whether an unsafe outcome is possible in principle,
but also, when such an outcome occurs, determine why it occurred, which ac-
tions by which agents have caused it, and whether it could have been prevented.
The existing approaches [13, 10] assume that the responsibility for an (unsafe or
undesirable) outcome can be assigned to a group of agents if the (unsafe or un-
desirable) outcome actually holds. However, unsafe outcomes are not necessarily
the states of affairs where a bad event has actually happened, but also the states
of affairs where the probability that the bad event happens is unacceptably high.

In order to formally investigate this broad notion of responsibility, we propose
and investigate a logic combining coalition ability operator from [12] with a
probabilistic operator from [5] that allow reasoning about probabilities and their
changes. In this logic, we can express that the probability of an event is greater

⋆ The extended version of this paper will appear in the proceedings of 20th Interna-
tional Conference on Principles of Knowledge Representation and Reasoning.
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than a certain number. This allows us to analyse various aspects of AI systems
that involve reasoning about risks and probabilistic uncertainty in general.

This paper belongs to a large body of work on combining modalities in order
to analyse AI systems. There are well-known logics that combine temporal and
probabilistic modalities as well as temporal and strategic. Recently, logics com-
bining strategic modalities with probabilities have also been proposed, but they
concentrate on probabilities of the outcomes of actions and strategies, rather
than strategies to enforce a particular probability distribution [3, 11, 6, 9, 2].

2 Logic for Reasoning about Risk

2.1 Models

Definition 1 (CGS, pointed). A concurrent game structure (CGS) is a tu-
ple Γ = (AG, S,Act, d, o), comprising a nonempty finite set of all agents AG ={1, . . . , k}, a nonempty finite set of states S, where S0 ⊆ S denotes the set
of initial states, and a nonempty finite set of (atomic) actions Act. Function
d ∶ AG × S Ð→ P(Act)/{∅} defines nonempty sets of actions available to agents
at each state, and o is a (deterministic) transition function that assigns the out-
come state s′ = o(s, (α1, . . . , αk)) to a state s and a tuple of actions (α1, . . . , αk)
with αi ∈ d(i, s) and 1 ≤ i ≤ k, that can be executed by AG in s. For αG that
is an action profile of a non-grand coalition G ⊂ AG, o(s,αG) is defined as the
set containing all outcomes of αG completed by actions of agents outside the
coalition. A pointed CGS is given by (Γ, s), where Γ is a CGS and s is a state
in it.

Given a CGS Γ , a positional (memoryless) strategy for an agent a ∈ AG or
a-strategy, is a function stra ∶ S Ð→ d(a,S). Given a coalition G = {a1, . . . , am},
a positional strategy strG = ⟨stra1 , . . . , stram⟩ maps each state from S to a tuple
of actions ⟨stra1(s), . . . , stram(s)⟩.

A modelM= (AG, S,Act, d, o,Past, P, V ) of our logic is a CGS endowed with
a temporal relation Past, a probability function P and a valuation function V .
For a temporal relation Past ⊆ S × S we use s′ ∈ Past(s) to denote sPasts′, i.e.
s′ is one-step reachable from s by Past relation. We require that ∀s, x, y ∈ S ∶
if x ∈ Past(s) and y ∈ Past(s), then x = y i.e., each state has at most one
temporal predecessor. By this reason we can use s′ ∈ Past(s) and s′ = Past(s)
interchangeably. We use this extension to ensure that given a state s ∈ S we
can always identify the unique previous state s′ = Past(s). This assumption is
important since verifying responsibility requires evaluating strategic power of
the agents on the previous step. To guarantee that this temporal relation Past
and a transition function o are aligned, we impose the following constraints:

R0 ∀s ∈ S, s0 ∈ S0 ∶ s0 ≠ o(s, strAG) for any strategy strAG
R1 ∀s, s′ ∈ S ∶ s′ ∈ Past(s), then s ∉ S0

R2 s ∉ S0 ⇒ ∃s′ ∈ S ∶ s′ ∈ Past(s)
R3 s′ ∈ Past(s) ⇒ ∃strAG, s = o(s′, strAG)
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Intuitively, R0 states that the grand coalition cannot enforce an initial state.
R1 means that initial states have no past. Property R2 means that non-initial
states have a past. And R3 implies that if s′ is the past of s, then the grand
coalition must be able to move from s′ to s. As a result of this semantic choice
each initial state s0 ∈ S0 generates a tree of transitions: each state has a unique
Past predecessor and a non-empty set of o-successors.

We also require that our model is also endowed with a probability function
P ∶ S ↦ (2S ↦ [0,1]) assigning each state with a probability measure on S.
Every P (s) must satisfy the following conditions for all s ∈ S:
P1 P (s)(S) = 1,
P2 P (s)(∅) = 0,
P3 P (s) is (finitely) additive, i.e.

P (s)( ⋃
0≤i≤mXi) = ∑

0≤i≤mP (s)(Xi),
where Xi ∩Xj = ∅ for any i ≠ j,

P4 P (s) is reflexive, i.e. P (s)({s}) > 0,
P5 P (s)({s′}) > 0 implies P (s) = P (s′).
The first three conditions are standard properties of probability, and reflexivity
(the actual state of affairs has a non-zero probability) is a natural property of
probability measure associated with states. Condition P5 enforces the fact that
given a state s ∈ S and another state s′ ∈ S, such that s assigns s′ a non-negative
probability (i.e. s′ belongs to the support set of S), it holds that s and s′ share
the same counterfactual probabilistic information, so P (s) = P (s′). Finally, V is
a standard valuation function V ∶ PropÐ→ 2S .

2.2 Language and Semantics

In this section we introduce a logic for reasoning about group responsibility for
taking risk denoted GRR.

Definition 2 (Language). The language of GRR is defined by the following
grammar

φ ∶∶= p ∣ ¬φ ∣ φ ∧ φ ∣ Lαφ ∣ [G]φ ∣ ⊟φ,
where p ranges over Prop ∪ {init}, G ranges over 2AG and α ∈ Q ∩ [0,1].
We use this special proposition variable init to distinguish initial states.

Lαφ operator means “probability of φ is at least α”. Derived operators Mαφ
“probability of φ is at most α” and Iαφ “probability of φ is equal (identical) to
α” can be defined as Mαφ ≡ L1−α¬φ and Iαφ ≡ Lαφ ∧Mαφ respectively. It also
follows that ¬Lαφ and ¬Mαφ can be read as ’probability of φ is strictly smaller
than α’ and ’probability of φ is strictly greater than α’ respectively. Formula[G]φ reads as “group G can enforce φ to be true” and the formula ⊟φ reads as
“φ was true at the previous step”. The Boolean connectives ∨,→,↔,� and ⊺ are
defined in the usual manner using ¬ and ∧. The dual operator for ⊟ is defined
in the standard way: ◇−φ ≡ ¬ ⊟ ¬φ.
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Axioms: (A2) Lα⊺
(Taut) All propositional tautologies (A5) Lαφ→ ¬Lβ¬φ, where α + β > 1
(CL1) ¬[G]� (A8) ¬Lαφ→Mαφ
(CL2) [G]⊺ (T) L1φ→ φ
(CL3) ¬[∅]¬φ→ [AG]φ (4’) Lαφ→ L1Lαφ
(CL4) [G](φ ∧ ψ) → [G]φ (5’) ¬Lαφ→ L1¬Lαφ
(CL5) [G1]φ ∧ [G2]ψ → [G1 ∪G2](φ ∧ ψ), Rules:

where G1 ∩G2 = ∅ (MP) From φ and φ→ ψ, infer ψ
(CL6) ¬[AG]init (Eq) From φ↔ ψ, infer [G]φ↔ [G]ψ
(K⊟) ⊟(φ→ ψ) → (⊟φ→ ⊟ψ) (Nec⊟) From φ, infer ⊟φ
(U⊟) ◇−φ→ ⊟φ (A6) From φ↔ ψ infer Lαφ↔ Lαψ
(1⊟) init→ ⊟� (B) From (φ1, . . . , φm) ↔ (ψ1, . . . , ψn),
(2⊟) ¬init→◇− ⊺ infer

m⋀
i=1Lαiφi ∧ n⋀

j=2Mβjψj → Lγψ1,

(3⊟) ¬init ∧ φ→ ⊟[AG]φ where
(A1) L0φ γ = (α1 + ⋅ ⋅ ⋅ + αm) − (β2 + ⋅ ⋅ ⋅ + βn)

Table 1. The proof system for GRR.

Definition 3 (Semantics). Given a model M and a state s ∈ S we define ⊧
relation in the following way:M, s ⊧ p iff s ∈ V (p);M, s ⊧ ¬φ iffM, s ⊭ φ;M, s ⊧ φ ∧ ψ iffM, s ⊧ φ andM, s ⊧ ψ;M, s ⊧ [G]φ iff there is a strategy strG for G, such that for all s′ ∈ o(s, strG) it
holds thatM, s′ ⊧ φ;M, s ⊧ Lαφ iff P (s)([φ]M) ≥ α1;M, s ⊧ ⊟φ iff ∀s′ ∈ Past(s) ∶M,s′ ⊧ φ.

Now, we can establish the following results. The detailed overview can be
found in the extended version of this paper.

Theorem 1 (Completeness). Logic GRR is complete, i.e. ⊧ φ iff ⊢GRR φ.
Theorem 2 (Decidability). The satisfiability problem for GRR is decidable.

3 Conclusion and Future Work

Our work also has some limitations that inspire directions for future research. We
build GRR over a Coalition logic CL which is essentially a Next-fragment of ATL
logic [1]. The choice of the use of Coalition logic was to consider strategic ability
in the simplest abstract setting. Other work, e.g., Yazdanpanah et al. [13], have
used ATL to define a group of agents responsible for an outcome if the group
had an alternative to prevent the outcome at some point in the past. Another
direction of future research is incorporating imperfect information in the spirit
of [7, 8, 4, 10]. This however involves solving the problem of axiomatising CL or
ATL under the strongly uniform strategies semantics.

1 Here [φ]M abbreviates for {s ∈ S ∣ M, s ⊧ φ}.
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Abstract. We carry on the study of the synthesis problem on data
words for fragments of �rst order logic, and delineate precisely the border
between decidability and undecidability.3

The reactive synthesis problem, dating back to Church [4], is about generat-
ing a correct-by-construction program with respect to a given speci�cation. It is
often formulated as a two-player game between an uncontrollable Environment
and the System that alternate picking an input and an output letter respectively.
This creates an in�nite execution, and the goal of the System is to make every ex-
ecution satisfy the speci�cation, whatever Environment does. If the System has
a strategy to ensure this result, it then corresponds to a program that is sure to
respect the speci�cation. The original problem is decidable and was solved by
Büchi and Landweber [3], and several improvements and extensions have since
been studied. However, it only encompasses �nite alphabets, which are inade-
quate for representing executions of distributed systems involving a number of
processes which is not �xed; this occurs in communication protocols, distributed
algorithms, multi-agent systems, swarm robotics, or with ad-hoc networks.

We thus consider an extension of this problem that deals with alphabets
whose size is not �xed. For that, we use data words, introduced in [2], to represent
executions. System and Environment have disjoint �nite sets of actions AS and
AE. As for the processes, we distinguish between processes from PSE that can
be activated by both players, and processes from PS (resp. PE) that can only
be played by System (resp. Environment). These sets of processes are �nite,
but their size is unbounded. A data word is a �nite or in�nite sequence w =
(a0, p0)(a1, p1) . . . over AS × (PS ∪ PSE) ∪ AE × (PE ∪ PSE).

It remains to choose a formalism to express the speci�cation that should
be satis�ed by System. As always, there is a trade o� between expressiveness
of the formalism and tractability of the synthesis problem. Many speci�cation
languages for data words have been studied, and the synthesis problem has
been studied for some of them, such as register automata [6] and the Logic of
Repeating Values [5]. Here we follow the steps of [1] and consider �rst order logic
FO and its fragment FO2 where only two reusable variables are allowed. A data
word is seen as a structure whose domain is the set of all the positions (ai, pi),

3 A longer version of this paper is available on arXiv.
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with a binary predicate ∼ such that x ∼ y if the two positions x and y belong
to the same process. On top of that, we consider the binary relations < and +1,
corresponding to the order and the successor in the sequence. Moreover, a unary
predicate is introduced for each action from AS and AE, to mark the positions
where this action has been played. On this basis, we consider a variety of logics
FO[∼], FO2[∼, <,+1], FO2[∼, <], etc., depending on which binary predicates
are allowed.

A strategy for System is a function S that, given a �nite data word (repre-
senting the history of the game), outputs some move in AS× (PS∪PSE)∪{ε}. A
data word w is said to be an S-compatible execution if each move from System
in w is consistent with S wrt. the history preceding this position; furthermore
if w is �nite, S(w) = ε. With this de�nition we intuitively allow Environment
to block System from playing anytime Environment wants to play, which could
potentially be forever. To prevent pathological cases, we will consider only fair

executions: if during the execution, System asked in�nitely often to make an
action (di�erent from ε), then the execution has in�nitely many actions from
System. Finally, we say that S is winning if all executions that are S-compatible
and fair satisfy φ.

In this paper we focus on two speci�c con�gurations for processes: when all
processes are shared, and when they are partitioned between players. We say
that the processes are shared when PS = PE = ∅, i.e. when all processes can
be a�ected both by System and Environment. The synthesis problem for logic
L with shared processes is denoted by SharedSynth(L): it amounts, given an
alphabet AS ∪ AE of actions and a formula φ ∈ L, to decide whether there
exists a �nite set of processes PSE and a winning strategy S for φ. Since the
identity of the shared processes does not matter and only the cardinality of PSE

is relevant, we say in that case that S is a |PSE|-winning strategy for φ. On the
other hand, we say that the processes are partitioned if PSE = ∅. In that case,
each player has their own pool of processes on which they can play, but that
their opponent cannot use. The synthesis problem for logic L with partitioned
processes is denoted PartSynth(L). As above, it is the problem of deciding,
given AS ∪ AE and φ ∈ L, whether System has a winning strategy for φ with
PSE = ∅ and some arbitrary �nite sets PS and PE. Similarly, we say in that case
that S is a (|PS|, |PE|)-winning strategy for φ.

Boja«czyk et al. [2] proved that the satis�ability problem for FO2[∼, <,+1]
on data words is decidable. Note that this corresponds to the synthesis problem
for FO2[∼, <,+1] when both PE and PSE are empty. They also showed that as
soon as a third variable is available, this problem becomes undecidable, even
without the order (i.e. for FO3[∼,+1]). Decidability of the satis�ability problem
for the two-variable logic in this setting is what prompted Bérard et al. to con-
sider the synthesis problem on data words, for several fragments of �rst order
logic [1]. They proved that the synthesis problem for FO[∼] is decidable in the
partitioned case [1], but where the number of Environment processes is �xed. In
contrast, they established undecidability results for FO[∼] and FO

2[∼, <,+1]
when processes are shared.
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We summarize the contributions of this paper in the following table, in bold
font. Results from [1] are also mentioned. As can be seen, we bridge all the gaps
left open by [1].

Logic \ Processes Partitioned Shared

FO
2[∼] decidable (Th 1) undecidable (Th 3)

FO[∼] decidable (Th 1) undecidable [1]
FO

2[∼, <] undecidable (Th 2) undecidable (Th 3)
FO

2[∼,+1] undecidable (Th 2) undecidable (Th 3)
FO

2[∼, <,+1] undecidable (Th 2) undecidable [1]

FO[∼] with processes partitioned between players

First, we turn to the case where processes are partitioned between System and
Environment. It has been shown in [1] that in that case, the synthesis problem
for FO[∼] is decidable when System has an arbitrary number of processes, but
Environment only has access to a �xed number of processes. We extend this
result by lifting this restriction:

Theorem 1. PartSynth(FO[∼]) is decidable.

The idea of the proof is to show that beyond a certain threshold (which depends
only on the formula), having access to more processes in PE is always a boon for
the Environment. Note that this is note true for small cardinalities of PE: it is
not hard to design a game where Environment wins if PE = ∅ but loses as soon as
|PE| ≥ 1. We then use a result from [1] stating that for a �xed nE , if System has
an (nS , nE)-winning strategy then they already has such a strategy for a small
nS wrt. nE . Combining both results, we reduce the search for a winning strategy
for φ to some �nite (and computable) set [0, nS ]× [0, nE ]. To conclude the proof,
note that when the number of processes is �xed, the synthesis problem on data
words reduces to the (decidable [3]) synthesis problem on words, by duplicating
each letter from AS (resp. AE) for each process in PS (resp. PE).

Undecidability results

As soon as we are able to compare the relative positions of two processes, syn-
thesis becomes undecidable, even when restricting ourselves to the two-variable
setting, and when having access only to one positional relation (< or +1):

Theorem 2. Both PartSynth(FO2[∼, <]) and PartSynth(FO2[∼,+1]) are

undecidable.

We prove this theorem by reduction from the halting problem for two-counter
Minsky machines. Given such a machine M , we exhibit a formula φM , com-
putable from M , such that there exists a halting run for M i� System has an
(nS , 1)-winning strategy for φM for some nS ∈ N.

Environment has two letters okE and koE , while System has a letter for each
state and transition of M , as well as letters inc0, dec0, inc1, dec1, noop, okS and
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koS . Let us give an example of a data word encoding a halting run. Suppose

that M has two counters c0 and c1, states {q0, q1, q2, qh} and t0 : q0
c0++−−−→ q0,

t1 : q0
c0−−−−−→ q1, t2 : q1

c0−−−−−→ q2 and t3 : q2
c0==0−−−−→ qh

The halting run (t0 · t0 · t1 · t2 · t3) of M could be represented as the following
data word, where we denote System's processes by integers, and Environment's
process as •.

(0, okS)(•, okE)(0, q0)(0, t0)(0, inc0)(0, okS)(•, okE)
(0, q0)(0, t0)(1, inc0)(0, okS)(•, okE)
(0, q0)(0, t1)(0, dec0)(0, okS)(•, okE)
(0, q1)(0, t2)(1, dec0)(0, okS)(•, okE)
(0, q2)(0, t3)(0, noop)(0, okS)(•, okE)(0, qh)

We encode the run with a succession of (_, q)(_, t)(_, l)(_, okS)(_, okE) where
l is either noop, an inci or a deci. Eventually, the data word stops in the halting
state qh. At any point during the run, the value of c0 is equal to the number of
System processes on which an inc0 has been played, but no dec0. Thus, following
a transition increasing a counter, φM will force System to play an inci on a new
process. Similarly, after each transition decreasing a counter, System will have
to play a deci on a process on which an inci has been played, but no deci yet.
When the transition is a zero-check, φM grants Environment an immediate win
if there exists a process on which an inci and no deci have been played.

If System tries to cheat, then Environment immediately responds by playing
koE , and conversely System plays koS when detecting a fraud from Environment.
Once a koE or koS has been played, φM checks whether the ko is justi�ed. If
the other player was indeed cheating, then the player who ko'ed wins, otherwise
they lose. With a bit of care, one can write sentences enforcing these rules both
in FO2[∼, <] and FO2[∼,+1].

When processes are shared, things are worse: SharedSynth(FO[∼]) was
shown to be undecidable in [1]. This result actually extends to FO2[∼] as well.

Theorem 3. SharedSynth(FO2[∼]) is undecidable.

Conclusion

In this paper, we have answered the questions left open in [1]. It appears that
when positions between two processes can be compared, the synthesis problem
quickly becomes undecidable. As a next step, it thus seems natural to consider
the case of partitioned processes for an intermediate logic between FO2[∼] and
FO

2[∼, <]: FO2[≲], where one can compare only positions pertaining to the
same process.
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1 Introduction

Engineering a software system can be a complex process. This is especially true
when the system under consideration presents some degree of autonomy. In the
context of Multi-Agent Systems (MAS), multiple entities called agents are pro-
grammed and deployed in a distributed fashion to solve various types of tasks.

In this paper, we consider MAS designed and developed following the princi-
ples of the Belief Desire Intention (BDI) model [10]. We choose the BDI model
because it is one of the most popular architectures for the development of MAS.
The BDI model is part of the symbolic approaches to Artificial Intelligence (AI)
development, hence it expects the developer to fully specify how an agent be-
haves. This is obtained by defining, beliefs, goals, and especially plans, which
denote – step by step – the agent’s reasoning process. Through such plans,
the developer has complete control over the agent. However, the resulting pro-
gramming process is not trivial. BDI languages, such as AgentSpeak(L) [9], are
notoriously different from traditional programming languages and usually come
with a steep learning curve. The process of testing [12], debugging [13], and ver-
ifying [7], such systems can be quite complex. When these BDI languages are
applied to safety-critical scenarios, in which an error can be costly, any solution
which may make the BDI development more reliable is of uttermost importance.

The main idea of this work is to use Runtime Verification (RV) [2] as a way
to enforce safety properties [1] on BDI agents. These properties can only be vi-
olated at runtime, which means the resulting monitor can only report negative
and inconclusive verdicts. This is due to the fact that safety properties are sat-
isfied only by infinite traces of events, and at runtime we only have access to
finite traces. BDI agents can be applied to dynamic scenarios, where it may be
difficult to guarantee that their behaviour will always be consistent with the de-
velopers’ expectations. Runtime verification is usually more focused on detecting
unexpected behaviours, rather than enforcing the system to actually behave in
a correct way. Enforcing a behaviour leads to Runtime Enforcement [8].

We synthesise runtime monitors (called safety shields) to enforce the correct
behaviour of existing BDI agents. In this paper, we summarise the main features
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of such safety shields, along with their generation and integration into the BDI
architecture. A safety shield works as a sandbox for the agent. Every command
(actions, addition/removal of beliefs, and so on) performed in the agent’s shielded
plans are checked by their respective safety shields before being executed. In this
way, in case the command would violate the safety specification, the safety shield
can intervene and stop such command from being completed.

2 AgentSpeak(L) operational Semantics

An AgentSpeak(L) configuration C is a tuple ⟨I, E,A,R,Ap, ι, ρ, ϵ⟩ where: I is
the set of intentions {i, i′, . . .}. Each intention i is a stack of partially instantiated
plans [p1|p2 . . . pn]. We use the | symbol to separate plans in an intention. E is
a set of events {⟨te, i⟩, ⟨te′, i′⟩, . . .}. Each event is a pair ⟨te, i⟩, where te is a
triggering event and the intention i are plans associated with te. A is a set of
actions {⟨a, i⟩, ⟨a′, i′⟩, . . .}. Each event is a pair ⟨a, i⟩, where a is an action and
the intention i are plans associated with a. R is a set of relevant plans. Ap is
a set of applicable plans. ι, ϵ and ρ keep the record of a particular intention,
event and applicable plan (respectively) being considered in the current agent’s
reasoning cycle. This notation is similar to the ones presented in [9, 11, 5].

To keep the notation compact, we adopt the following notations: (i) if C is an
AgentSpeak(L) configuration, we write CE to make reference to the component
E of C (same for the other components of C); (ii) we write Cι = to indicate
there is no intention considered in the agent’s execution (same for Cρ and Cϵ);
(iii) we write i[p] to denote the intention that has p on its top.

3 Safety Shields

In this section, we introduce the notion of safety shields for the BDI model.
Specifically, we extend the standard AgentSpeak(L) operational semantics (i.e.,
the inference rules). Due to space constraints, we present only some of the rules
that need to be extended.

A shield is a component which can be attached to an agent’s plan to check
whether such plan violates a formal specification during its execution. In such
case, the shield enforces the plan to conform.

Safety Shield Specification The first aspect to tackle is how, and when, a safety
shield is specified. We achieve this by annotating the plans which we want to
“shield”. Annotating plans is a common practice in existing BDI programming
languages and can be found for example in [4, 6]. An annotation is a structured
label attached to a plan. More formally, a shield annotation can be specified
as follows: @shield[φ1, . . . , φn] with (n ≥ 1) where shield is a custom label to
identify that a shield annotation is being added, and φi (with 1 ≤ i ≤ n) is
the formal property the shield will look out for. By design, annotations do not
have any specific semantics. The agent’s reasoning cycle does not consider them,
unless the developer explicitly modifies it to do so.
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Adding and Removing Safety Shields This is obtained by extending the inference
rules in the agent’s reasoning cycle. First, we have to consider where the shields
are stored. Since each shield is attached to a certain plan and each plan is
executed as an intention, then a shield can be attached to such intention. Thus,
the shield is used to analyse events concerning the corresponding intention.

Catching Violations (Failure Detection) Since the entire agent’s reasoning cycle
depends on which plans are selected as relevant3 and, consequently, applicable.
One possible way to enforce the satisfaction of a formal property is by extending
the standard RelP lans function. The goal of such an extension is to take a
property into consideration while selecting the relevant plans for a triggering
event. The updated version is as follows:

RelP lans(plans, te, S) =
{pσ | p ∈ plans ∧ σ = mgu(te, TE(p)) ∧ ̸ ∃s∈S .sσ · te ̸|= sφ}

where S denotes the set of shields associated to the current selected intention,
and · denotes the concatenation amongst trace of events. In this way, we can
check whether the triggering event te violates at least one shield s in S (with sσ
the trace observed up to now by s, and sφ the property checked by s). If that is
the case, RelP lans returns the empty set.

Besides updating the RelP lans function, we also need to update the corre-
sponding rule that makes use of it in the operational semantics. In particular
the Rel1 rule, which is defined as follows:

(Rel1)
RelP lans(plans, te) ̸= ∅
C, beliefs→ C′, beliefs

Cϵ=⟨te,i⟩, CAp=CR=∅

where C ′
R = RelP lans(plans, te)

Rel1 takes the current event in Cϵ, and extracts the set of relevant plans
for the specific triggering event te. Its extension, which uses the new version of
RelP lans, is defined as follows:

(Rel1′ )
RelP lans(plans, te, S) ̸= ∅
C, beliefs→ C′, beliefs

Cϵ=⟨te,i⟩, CAp=CR=∅, ⟨i,S⟩∈CI

where C ′
R = RelP lans(plans, te, S)

C ′
I = (CI \ {⟨i, S⟩}) ∪ {⟨i, S′⟩}

S′ = {⟨σ′, φ, i′⟩ | ⟨σ, φ, i′⟩ ∈ S ∧ σ′ = σ · te}
The updated rule is necessary to keep track of the events into S’s shields.

Each time an event is considered in the agent’s reasoning cycle, it is also stored
in every active shield in S for the corresponding intention i, to be evaluated in
future executions.

Note that, when the triggering event (te) violates at least one shield in S,
RelP lans returns the empty set. Thus, no relevant plan is available (CR = ∅),
as well as no applicable plan (CAp = ∅); since AppP lans is defined on top of

3 A plan is relevant for a triggering event if the triggering event can successfully be
unified with the plan’s head.
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RelP lans. Consequently, no plan can be selected and the resulting plan failure
handling is triggered; as shown in Appl rule, this is achieved by adding the
corresponding plan deletion event (−%at).

(Appl)
AppP lans(CR, beliefs) = ∅
C, beliefs→ C′, beliefs

Cϵ=⟨te,i⟩, CAp=∅, CR ̸=∅

where C ′
E =

{
CE ∪ {⟨−%at, i⟩} if te = +%at with % ∈ {!, ?}
CE ∪ {Cϵ} otherwise

By updating RelP lans to consider a formal specification in the plan selection,
we can enforce the reasoning cycle to only consider events which do not violate
a certain property.

4 Implementation

As a proof of concept, we implemented a prototype4 in the JaCaMo multi-
agent development framework [3]. Jason [4], which is the implementation of
AgentSpeak(L) used in JaCaMo, is one of the most used and well-known BDI
programming languages.

Specifically, we decided to use JaCaMo instead of Jason, because the former
supports artifacts which are well-suited for implementing the shields and inter-
facing with the monitors. Artifacts allows agents to have better control over their
shields, while in Jason this would have to be done in a shared Java environment.
The artifact maintains all the information on the shields, and it is the object
consulted when a shield needs to be added, removed, or updated.

5 Conclusions and Future Work

In this extended abstract, we summarise the design and implementation of safety
shields for BDI agents. We formally specify how to enhance the agent’s reason-
ing cycle to enforce the satisfaction of safety properties through shields. Some
resulting extended inference rules are reported. The contribution is not only
theoretical, but it comprises a practical component as well. A prototype of our
approach is proposed, along with its integration in the JaCaMo platform.

For future work, we are interested in improving the integration in JaCaMo.
The current implementation is based on instrumentation, which is a less invasive
way to approach the problem at the implementation level. However, instrumen-
tation has implications at the engineering level, and it is less ideal in the long run
w.r.t. the actual agent’s reasoning cycle modification (as proposed in the theory
of this work). Also on the implementation side, we are interested in extending
the work from using one single artifact per agent, to one artifact per shield. This
extension should bring to better performances, above all in the case of nested
shields.

4 https://github.com/AngeloFerrando/SafetyShieldsBDI
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1 Introduction
Dialogical logic is an approach to the study of logical reasoning, introduced by Loren-
zen and his student Lorenz [12, 13], in which the validity of a formula is defined as
the existence of a winning strategy for a turn-based two-player game. These games are
articulated as argumentative dialogues in which the Proponent player P (she/her) aims
at showing that a given formula is valid, while the Opponent player O (he/him) aims at
finding possible fallacies disproving it. More precisely, each play starts with P assert-
ing a certain formula. O takes his turn and attacks the claim made by P according to
its logical form. The player P can, either, defend his previous claim or counter-attack.
The debate evolves following this pattern. The player P wins whenever she has the last
word, i.e., when O cannot attack anymore without violating the game’s rules.

Dialogical logic was initially conceived as a foundation for the meaning of the con-
nectives and quantifiers of intuitionistic logic, and it has gradually become detached
from its connection with intuitionism over the years, becoming a subject of research in
the formal semantics of natural language [5, 4], in proof theory [2, 9, 7, 15, 8, 18] and
inspiring a series of work in formal argumentation theory and multi-agent systems [16,
17, 14, 11]. In proof theory, the soundness and completeness of a dialogical system is
proved by establishing the equivalence between the existence of a winning strategy in
specific games and the notion of validity in a given logic. This result is typically attained
by defining a procedure that reconstructs a formal derivation from a winning strategy
(and vice versa) in a sound and complete system for a given logic [7, 6, 2]. In this pa-
per, we study the correspondence between certain classes of winning strategies for a
given dialogic system and the structure of the corresponding formal derivations in the
sequent calculus. We study winning strategies in which P moves are restricted accord-
ing to O precedent moves (e.g., if O plays a move A→ B as a response to a move of P
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of a special kind, then the P has to immediately reply to this move). We prove that for
each of the classes of winning strategies we consider, we have a correspondence with
a proof-search strategy in the sequent calculus GKi for the →-fragment of intuition-
istic logic [19]. This latter result is obtained by showing that it is possible to narrow
the proof-search space in sequent calculus without losing the soundness and complete-
ness of the sequent system (as, e.g., in focusing [3]) and that there is a straightforward
correspondence between such focused proofs and winning strategies.

2 Dialogical Logic
Notation and terminology. We denote by |σ| the length of a countable3 sequence σ =
σ1, σ2, . . . , by σ≤i the prefix σ1, . . . , σi. The parity of an element σi in σ is the parity
of i. It is even or odd iff i is. Given two sequences σ and τ, we write σ ⊑ τ if σ = τ≤i

for a given i ≤ |τ| and we denote by σ · τ their concatenation. We consider formulas
generated from a countable non-empty set of atomic propositions A = {a, b, c, . . .} and
the implication connective→ (and the parenthesis symbols). In the following, we may
write (A1 · · · An) → c as a shortcut for A1 → (· · · → (An → c) · · ·). The implication
fragments of intuitionistic logic IL→, is the smallest set of formulas containing each
instance of the two axioms A→ (B→ A) and A→ (B→ C)→ ((A→ B)→ (A→ C))
and closed for modus ponens, that is: if A ∈ IL→ and A→ B ∈ IL→ then B ∈ IL→. We say
that a formula F is valild if and only if F ∈ IL→.
Dialogical Games. A challenge is a pair ⟨?, s⟩ where s is either an occurrence of the
symbol •, in which case such a challenge is said atomic, or where s is formula F.
A defense is a pair ⟨!, F⟩ where F is a formula. An assertion (of F) is a non-atomic
challenge ⟨?, F⟩ or a defense ⟨!, F⟩. A move is an assertion or an atomic-challenge. An
augmented sequence is a pair ⟨σ, ϕ⟩ where σ is a non-empty sequence of moves, and
ϕ is a function mapping any σi with i > 1 to a σ j = ϕ(σi) with opposite parity and
such that j < i. A move σi in σ is called P-move (denoted σP

i ) if i is odd, and O-move
(denoted σO

i ) if i is even. It is a repetition if there is j < i such that i and j have opposite
parity and σi and σ j are assertions of the same formula.

Definition 1. Let ⟨σ, ϕ⟩ be an augmented sequence and i ≤ |σ|.
1. A challenge σi is justified whenever:

(a) eitherσi is an atomic-challenge and ϕ(σi) is an assertion of an atomic formula;
(b) or σi = ⟨?, A⟩ and ϕ(σi) is an assertion of a formula A→ B.

2. A defense is σi is justified whenever:
(a) either σi and ϕ(ϕ(σi)) are assertions of a same atomic formula a ∈ A and

ϕ(σi) is an atomic challenge;
(b) or σi is an assertion of a formula B, ϕ(σi) is a justified challenge of the form
⟨?, A⟩, and ϕ(ϕ(σi)) is an assertion of A→ B.

If σi is a justified move, we say ϕ(σi) justifies σi and that σi is justified by ϕ(σi). A
challenge σi is unanswered if there is no defense σk such that σk is justified by σi. A
justified challenge σi is a counterattack if ϕ(σi) is a challenge. A justified sequence is
an augmented sequence in which any move except the first one is justified.

3 We use the adjective countable in the standard mathematical sense: a set is countable iff it is
in a one-to-one correspondence with a (finite or infinite) subset of the set of natural numbers.
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Definition 2 (Play). A play for F is a justified sequence p = ⟨σ, ϕ⟩ starting with P
defending F, that is, σ1 = ⟨!, F⟩ and such that the following holds for any 1 < i ≤ |σ|:
1. each O-move is justified by the immediately preceding P-move, that is, ϕ(σ2k) =

σ2k−1 for any 2k ≤ |σ|;
2. if P states a defense, such defense is justified by the last unanswered challenge

stated by O, that is, if σ2k+1 = ⟨!, F⟩, then ϕ(σ2k+1) = σ2h is the unanswered
challenge with maximal 2h ≤ 2k;

3. if P state a defense and such a defense is an assertion of an atomic formula, then
there must be another preceding O assertion of the same atomic formula. That is,
if σ2k+1 = ⟨!, a⟩ with a ∈ A, then σ2k+1 is a repetition;

4. Only O can challenge assertions of atomic formulas and these assertions must be
challenges. That is, if σi = ⟨?, •⟩, then i must be even and ϕ(σi) is a challenge.

A play p = ⟨σ, ϕ⟩ is finite if σ is. and its length |p| is the length σ. A move m is legal for
p if ⟨σ · m, ϕ ∪ {⟨m, σi⟩}⟩ is a play for a i ≤ |σ|. The player P wins a play p = ⟨σ, ϕ⟩ if
σ is finite and ends with a P-move ⟨!, a⟩ with a ∈ A. Otherwise, O wins.

Definition 3. Let p = ⟨σ, ϕ⟩ be a play.
1. p is a Lorenzen-Felscher play (or LF-play) if any P-assertion of an atomic formula

is a repetition. That is, if σ2k+1 ∈ {⟨!, a⟩, ⟨?, a⟩ | a ∈ A}, then there is h ≤ k such
that σ2h = ⟨⋆, a⟩ for ⋆ ∈ {?, !}

2. p is a Stubborn play (or ST-play) if the following hold:
(a) whenever O assert a complex formula A → B as a defense from a preceding

challenge, then P’s next move is a challenge of such a formula. That is, if
σ′ ·mO ⊑ σ and m = ⟨!, A→ B⟩, then σ′ ·mO · nP ⊑ σ for a n = ⟨?, A⟩ justified
by m.

(b) whenever O assert an atomic formula c as a defense from a preceding chal-
lenge, then P’s next move is a defense asserting c. That is, if σ′ · mO ⊑ σ and
m = ⟨!, c⟩, then σ = σ′ · mO · nP where n = ⟨!, c⟩.

Definition 4. Let A be a formula. The game for A is a pair GA = ⟨RA, ϕA⟩ where
RA = ⟨NA,EA⟩ is a tree of moves and ϕ : NA → NA is a map such that:
1. for each path P of RA, the pair ⟨P, ϕA|P⟩ is a play for A;
2. for each node v of RA, all and only the children of v are legal move of the play in
GA ending with v.

A node v ofG is a P-node (resp. O-node) if is its height is odd (resp. even). A strategy for
A is a pair S = ⟨T , ψ⟩ such that T is a subtree of RA (and ψ is defined as the restriction
of ϕA on the nodes in T ) in which every O-node has at most one child. It is winning
when T is finite and any of its branch is a play won by P. A Lorenzen-Felscher strategy
(resp. Stubborn strategy) is a strategy such that each branch of S is is a LF-play (resp. a
ST-play).

3 Sequent Calculus
A sequent is an expression Γ ⊢ C where C is a formula and Γ is a finite (possibly empty)
multiset of formulas. A derivation D is a finite tree of sequents constructed using the
rules in Figure 1 in which each leaf is obtained by an Ax-rule and each non-leaf sequent
is obtained by →R-rule or a →L-rule. A sequent Γ ⊢ C is GKi-provable if it admits a
derivation in the sequent calculus GKi, whose root (or conclusion) is Γ ⊢ C.
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Ax
Γ, a ⊢ a

Γ, A→ B ⊢ A Γ, A→ B, B ⊢ C →L

Γ, A→ B ⊢ C

Γ, A ⊢ B →R

Γ ⊢ A→ B

Fig. 1. Rules for the sequent calculus GKi. In each rule we have underlined its principal formula
in the conclusion, and the active formulas in each premise.

Definition 5. Let D be a derivation of some sequent ∆ ⊢ F in GKi. We say that:

1. D is a strategic derivation (or S-derivation) when each left-hand side premise of
→L-rule of the form Γ ⊢ A→ B is the conclusion of a→R-rule;

2. D is a LF-derivation if the left-hand side premise of each →L-rule is always the
conclusion of a→R-rule or an Ax-rule;

3. D is a ST-derivation if is a S-derivation and the active formula of the right-hand
premise of each →L-rule in D is the principal formula of this premise. That is,
if Γ, A → B, B ⊢ C is the right-hand premise of a →L-rule, then either it is the
conclusion of a Ax if B = C is atomic, or it is the conclusion of a→L-rule. In both
cases B is the principal formula of Γ, A→ B, B ⊢ C

Theorem 1. Let F be a formula, It is valid iff it admits a S-derivation iff it admits a
LF-derivation iff it admits a ST-derivation.

Theorem 2. The following statements hold:
1. The set of S-derivations is in one-to-one correspondence with the set of winning

strategies;
2. The set of LF-derivations is in one-to-one correspondence with the set of Lorenzen-

Felscher winning strategies
3. The set of ST-derivations is in one-to-one correspondence with the set of Stubborn

winning strategies.

4 Conclusion and Future Work
We have defined different classes of Lorenzen-style dialogical plays for intuitionistic
logic by restricting the way in which P can play during a game. Winning strategies for
such games naturally corresponds to particular GKi derivations obtained by limiting the
application of GKis-rules in proof search procedures.

In future work, we want to extend our definitions to full intuitionistic propositional
logic with disjunction ∨, conjunction ∧, and absurdity ⊥. In addition, we want to study
the correspondence between the class of ST-derivations and terms of the simply typed
lambda calculus [10]. Moreover, the results in [1] would suggest a way to define a
dialogical system for the constructive modal logic CK.

The semantics of formal argumentation systems are often specified through the help
of concepts originated in dialogic logic (e.g. E-strategies see [14]). We think it would
be interesting to study a more abstract version of our stubborn strategies in the context
of formal argumentation.
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Reachability Games (RGs) [2] can serve as semantic models for reasoning
about dynamic domains, with the resulting strategy representing the behavior
that an agent can execute, in order to achieve a desired state. Typically, how-
ever, at execution time, models deviate from the actual trajectory that stems
from strategy execution, resulting in a situation where the actual state does not
match that of the model. There may also be situations where the goal changes
during strategy execution. In both these examples, the agent is unable to keep
executing the computed strategy (which was originally winning) and take ap-
propriate actions to achieve the desired goal. Thus, the problem arises of coming
up with a new strategy that guarantees goal achievement.

The original strategy might have been designed to guarantee not only goal
achievement, but also a number of additional properties, such as cost minimiza-
tion, reward maximization, or forbidden-state avoidance, which might yield a
significant additional computational effort. Thus, when the unexpected changes
are small and yield only a slightly different problem wrt the original one, i.e., only
few target states are added or removed and state mismatches occur rarely, it is
reasonable to seek for a solution obtained as a slight modification of the original
one, under the assumption that the new strategy will retain all (or part of) the
properties featured by the initial strategy, without needing the computational
overhead required to achieve such properties.

This paper investigates this approach from the general perspective of RGs.
We introduce a problem, called Strategy Repair, which requires, given a losing
strategy σ0, to find a minimal amount of modifications which turn σ0 into a
winning strategy.

We make the following contributions. Firstly, we formally define the problem
by introducing a notion of distance between two strategies, which intuitively
corresponds to the number of states over which the strategies differ. Then, based
on this notion, we devise a solution algorithm and characterize its complexity.
Specifically, we prove, by reduction from Vertex Cover, that the decision version
of Strategy Repair is NP-complete. We then investigate more efficient, but sub-
optimal, alternatives, devising a polynomial greedy algorithm with an effective
heuristic, called MustFix, which can be integrated also in the optimal algorithm.
Finally, we report on an experimental analysis, which shows that the polynomial
algorithm, together with the MustFix heuristic, yields impressive results in terms
of running time, scalability and accuracy (measured as distance from the optimal
solution). Also the optimal algorithm greatly benefits from the MustFix heuristic,
outperforming the running times of the basic version by orders of magnitude.
⋆ Extended version to appear at ECAI-23 [1]
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We consider the problem of incentivising desirable behaviours in multi-agent systems by way of
taxation schemes. Our study employs the concurrent games model: in this model, each agent is
primarily motivated to seek the satisfaction of a goal, expressed as a Linear Temporal Logic (LTL)
formula; secondarily, agents seek to minimise costs, where costs are imposed based on the actions
taken by agents in different states of the game. In this setting, we consider an external principal
who can influence agents’ preferences by imposing taxes (additional costs) on the actions chosen
by agents in different states. The principal imposes taxation schemes to motivate agents to choose
a course of action that will lead to the satisfaction of their goal, also expressed as an LTL formula.
However, taxation schemes are limited in their ability to influence agents’ preferences: an agent will
always prefer to satisfy its goal rather than otherwise, no matter what the costs. The fundamental
question that we study is whether the principal can impose a taxation scheme such that, in the re-
sulting game, the principal’s goal is satisfied in at least one or all runs of the game that could arise
by agents choosing to follow game-theoretic equilibrium strategies. We consider two different types
of taxation schemes: in a static scheme, the same tax is imposed on a state-action profile pair in
all circumstances, while in a dynamic scheme, the principal can choose to vary taxes depending on
the circumstances. We investigate the main game-theoretic properties of this model as well as the
computational complexity of the relevant decision problems.

1 Introduction

Rational verification is the problem of establishing which temporal logic properties will be satisfied
by a multi-agent system, under the assumption that agents in the system choose strategies that form a
game-theoretic equilibrium [18, 51, 25]. Thus, rational verification enables us to verify which desirable
and undesirable behaviours could arise in a system through individually rational choices. This article,
however, expands beyond verification and studies methods for incentivising outcomes with favourable
properties while mitigating undesirable consequences.

We take as our starting point the work of [50], who considered the possibility of influencing one-shot
Boolean games by introducing taxation schemes, which impose additional costs onto a game at the level
of individual actions. In the model of preferences considered in [50], agents are primarily motivated to
achieve a goal expressed as a (propositional) logical formula, and only secondarily motivated to minimise
costs. This logical component limits the possibility to influence agent preferences: an agent can never be
motivated by a taxation scheme away from achieving its goal. In related work, Wooldridge et al. defined
the following implementation problem: given a game G and an objective ϒ, expressed as a propositional
logic formula, does there exists a taxation scheme τ that could be imposed upon G such that, in the
resulting game Gτ , the objective ϒ will be satisfied in at least one Nash equilibrium [50].

We develop these ideas by applying models of finite-state automata to introduce and motivate the
use of history-dependent incentives in the context of concurrent games [2]. In a concurrent game, play
continues for an infinite number of rounds, where at each round, each agent simultaneously chooses an
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action to perform. Preferences in such a multiplayer game are defined by associating with each agent i a
Linear Temporal Logic (LTL) goal γi, which agent i desires to see satisfied. In this work, we also assume
that actions incur costs, and that agents seek to minimise their limit-average costs.

Since, in contrast to the model of [50], play in our games continues for an infinite number of rounds,
we find there are two natural variations of taxation schemes for concurrent games. In a static taxation
scheme, we impose a fixed cost on state-action profiles so that the same state-action profile will always
incur the same tax, no matter when it is performed. In a dynamic taxation scheme, the same state-action
profile may incur different taxes in different circumstances: it is history-dependent. We first show that
dynamic taxation schemes are strictly more powerful than static taxation schemes, making them a more
appropriate model of incentives in the context of concurrent games, characterise the conditions under
which an LTL objective ϒ can be implemented in a game using dynamic taxation schemes, and begin to
investigate the computational complexity of the corresponding decision problems.
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Abstract
Training reinforcement learning (RL) agents using scalar re-
ward signals is often infeasible when an environment has
sparse and non-Markovian rewards. Moreover, handcrafting
these reward functions before training is prone to misspec-
ification. This work proposes a novel pipeline for learning
non-Markovian finite task specifications as finite-state ‘task
automata’ from episodes of agent experience within unknown
environments. First, we learn a product MDP, a model com-
posed of the specification’s automaton and the environment’s
MDP (both initially unknown), by treating it as a partially ob-
servable MDP and employing algorithms for hidden Markov
models. Second, we propose a novel method for distilling the
task automaton (assumed to be a deterministic finite automa-
ton - DFA) from the learnt product MDP. Our learnt task au-
tomaton enables a task to be decomposed into sub-tasks, so
an RL agent can later synthesise an optimal policy more effi-
ciently. It is also an interpretable encoding of high-level task
features, so a human can verify that the agent has learnt tasks
with no misspecifications. We also take steps towards ensur-
ing that the learnt automaton is environment-agnostic, mak-
ing it well-suited for use in transfer learning.

1 Description of Work
Reinforcement Learning (RL) can be prohibitively sample
inefficient at learning an optimal policy when the reward
signal is sparse and non-Markovian because of the credit as-
signment problem (e.g., see Mnih et al. (2015) ’s score on
Montezuma’s Revenge). Nevertheless, this setting is com-
mon for real-world applications, where tasks can involve a
sequence of sequential sub-tasks such that no reward is given
until all sub-tasks are completed. As an example, consider a
house robot, which must collect coffee for the guest on the
couch before turning on the TV and then ascending the stairs
(Figure 1).

Three existing approaches for improving learning in this
setting are hierarchical RL (Sutton, Precup, and Singh 1999;
Pateria et al. 2021), which allows agents to plan at various
levels of abstraction; transfer learning, which expedites the
learning rate by utilising knowledge learnt from similar tasks
(Taylor and Stone 2007); and temporal logic planning ap-
proaches, which guide the agent’s exploration by focusing
it on the portion of the MDP that satisfies a linear tempo-
ral logic (LTL) property (Hasanbeig, Abate, and Kroening
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Figure 1: (a) A labelled MDP environment and (b) a 5-state
TA (namely, a DFA) representing the task specification.

2018; Camacho et al. 2019; Araki et al. 2021; Thiébaux et al.
2006; Jothimurugan et al. 2021; Neary et al. 2022). In the
latter, an LTL property specifying a task is usually repre-
sented as an automaton, which makes it similar to work on
reward machines (Icarte et al. 2022, 2018) – finite-state ma-
chines that represent non-Markovian reward functions.

We concentrate on the following task: how can one best
learn the task automaton (TA) representing a task speci-
fication in sparse, non-Markovian environments? Our ap-
proach learns a model of the underlying MDP along with the
TA. Extensive work on temporal logic planning (Hasanbeig,
Abate, and Kroening 2018; Camacho et al. 2019; Araki et al.
2021; Thiébaux et al. 2006; Jothimurugan et al. 2021; Neary
et al. 2022), sample-efficient model-based RL approaches
(Wang et al. 2019), or other methods (Baier and Katoen
2008; Tkachev et al. 2017) can then be used to synthesise
an optimal policy.

Contributions: We devise an algorithmic pipeline to
jointly learn both a task specification as a TA (encoded as
a deterministic finite automaton(DFA)) and a model of the
MDP, from episodes of agent experience within an unknown
environment with non-Markovian reward. The reward is also
sparse: it is only given when the full (and unknown) task is
accomplished. This addresses existing sample inefficiency
in these settings in three ways. First, a learnt TA exposes
the sequential and separable nature of the task specification;
sub-tasks can be independently solved (for an optimal pol-
icy) by the RL agent more efficiently (Hasanbeig et al. 2021;
Icarte et al. 2022). Second, our approach is model-based
and requires far fewer training episodes than related work



for learning automata; the learnt model also helps the agent
learn, with the TA, an optimal policy more efficiently. Third,
we take steps to remove environmental bias from our learned
TA, making it more interpretable and better-suited for use in
transfer learning (Taylor and Stone 2007).

We learn the TA via an intermediate product MDP struc-
ture, composed of the environment’s ‘spatial’ MDP and the
task specification’s TA, both of which are initially unknown.
The product MDP is partially observable – the agent ob-
serves the spatial MDP’s states and whether it has received
a reward, but not the TA-state component (i.e., its progress
through the unknown task). The product MDP is learnt in
two steps. First, we learn an estimate of the spatial MDP us-
ing the Baum-Welch algorithm (Baum and Petrie 1966) and
a uniform prior. Second, we use this learnt spatial MDP as
an inductive bias for learning the full product MDP.

We then show that once the product MDP is learnt, distill-
ing the TA is computationally efficient. This results in two
further contributions. First, our learnt product MDP is useful
for transfer learning because if the environment changes, the
agent only needs to update the affected part of the product
MDP before re-distilling the TA. Second, our efficient ‘Cone
Lumping’ method can be used to determinise any product-
MDP structure, which can also expedite (bi)simulation or
model reduction studies (Larsen and Skou 1991).
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1 Introduction
Recently there has been quite some interest in synthesis [11, 9] for
realizing goals (or tasks) φ against environment specifications E
[2, 3], especially when both φ and E are expressed in Linear Tem-
poral Logic on finite traces (LTLf ) [7, 8], the finite trace variant of
LTL [12]. In this setting, synthesis amounts to finding an agent strat-
egy that wins, i.e., generates a trace satisfying φ, whatever is the
(counter-)strategy chosen by the environment, which in turn has to
satisfy its specification E .

Obviously, a winning strategy for the agent may not exist. To
handle this possibility, the notion of strong cyclic plans was intro-
duced [5]: if a (strong) plan does not exist, there may still exist a plan
that could win assuming the environment is not strictly adversarial.
Building on this intuition, Aminof et al. [1] proposed the notion of
best-effort strategies (or plans), which formally capture the idea that
the agent could do its best by adopting a strategy that wins against
a maximal set (though not all) of possible environment strategies.
Best-effort strategies have some notable properties: (i) they always
exist, (ii) if a winning strategy exists, then best-effort strategies are
exactly the winning strategies, (iii) best-effort strategies can be com-
puted in 2EXPTIME as winning strategies (best-effort synthesis is
indeed 2EXPTIME-complete) [4].

In [4] an algorithm for LTLf best-effort synthesis has been pre-
sented. Using this technique, we can also capture best-effort syn-
thesis in nondeterministic planning domains. In particular, one can
simply re-express nondeterministic planing domains (FOND) in
LTLf [7, 2, 10] and then use the LTLf best-effort synthesis approach
directly. However, observe that in planning, while the (temporally ex-
tended) goal φ is typically small, the environment specification E is
large, being the entire planning domain. This observation motivates
our paper.

We study LTLf best-effort synthesis directly in the context of non-
deterministic (adversarial) planning domains and present a technique
to solve it. Our technique consists of constructing and solving two
variants of reachability games, namely adversarial and cooperative,
played over a shared game arena obtained from composing the plan-
ning domain’s transition systems and the agent goal’s DFA, and com-
bining their solutions. We implemented our technique by leveraging
the symbolic LTLf framework in [13, 6] and performed an empirical
evaluation of the effectiveness of the approach. Our results show that
computing best-effort strategies for LTLf goals in nondeterministic
domains is much more effective than using LTLf best-effort syn-

thesis directly. Our technique can be implemented quite efficiently,
with only a small overhead wrt to computing winning strategies (i.e.,
strong plans) in FOND.
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